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A B S T R A C T

Predicting errors can facilitate implicit learning, but the long-term consequences of prediction 
errors are not yet fully understood. Especially when predictions are disconfirmed, it remains 
unclear whether initially correct prediction representations persist or are suppressed. In this 
study, participants first engaged in a sentence reading task and then performed a perceptual 
identification task after completing an N-back task or after a 24-h delay. The perceptual identi-
fication task presented previously expected and unexpected words and previously predicted but 
not presented words to measure implicit memory for the critical items. This study aims to 
investigate the mechanisms underlying the persistence of prediction representations and the long- 
term effects of prediction errors on implicit learning. Our results indicate that prediction errors 
can promote implicit learning and can persist for more than 24 h. Furthermore, originally correct 
but not seen in reality prediction representations persist to facilitate performance on the implicit 
memory task after 24 h. This may reflect long-term changes in the internal representation 
probabilities of prediction representations.

1. Introduction

Predictions and the evaluation of those predictions are fundamental computations of the brain that support perception and action 
by continually attempting to match incoming sensory input with top-down expectations or predictions [1]. In language compre-
hension, prediction is particularly important as it helps comprehenders anticipate the likely occurrence of certain words, thereby 
facilitating lexical processing [2]. According to reinforcement learning and predictive coding theories, confirmed expectations may 
facilitate stimulus processing, with learners reinforcing their internal representations and thus processing predicted representations 
more efficiently. A vast quantity of literature demonstrates that either through behavioral response times [3,4], eye-tracking mea-
surements [5,6], or event-related potentials techniques [7–9], the processing of predictable words in context is facilitated. Meanwhile, 
prediction errors play a crucial role in language processing. When a prediction is violated, the resulting prediction error may lead to 
increased attention, enhanced memory encoding, and deeper semantic processing, which ultimately contributes to a fuller under-
standing of the language input [10,11].

However, it is not entirely clear whether there are long-term effects of prediction errors and prediction representations when 
predictions are incorrect. Some researchers have suggested that prediction errors may have long-term effects on memory represen-
tations and that this mismatch between predicted and actual input allows learners to consider new input and possibly update internal 
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representations, i.e., a process of continuous adaptation, and that the resulting error signals are thought to facilitate language pro-
cessing and drive language learning [12–14]. Whereas this prediction error-driven learning is subsequently considered a form of 
implicit learning, the claim is justified by neural network modeling [15–17]. Most importantly, this implicit learning can be measured 
by implicit memory [18]. On the other hand, recent research has shown that when predictions are not confirmed, predictive repre-
sentations (i.e., words that match the prediction but are not actually seen) may remain in memory with increased accessibility and 
elicit false memories even when words that previously matched the prediction are not present [19–21]. However, the mechanisms 
underlying the maintenance of predictive representations remain unclear. Therefore, the primary objective of this study is to examine 
whether prediction errors induced by unexpected sentence-final words during the encoding process enhance implicit learning in 
readers and have long-term effects. The secondary objective is to further investigate the mechanisms by which predictive represen-
tations of lure words, which align with predictions but are not actually encountered, are sustained in the absence of confirmation.

1.1. The mechanisms of prediction in language processing

Before exploring the facilitating effects of prediction on language processing and memory, the mechanisms of prediction inevitably 
need to be discussed. Most current researchers distinguish between two prediction mechanisms, predictions related to the association 
system and predictions related to the language production system [22,23]. The former is of the simple, automatic type, associated with 
mechanisms such as activation spread, is non-targeted and short-term, and relies on the prediction of associations between different 
elements in a given context. It involves predicting upcoming words or events based on the activation of related concepts or information 
stored in memory. The latter is the more complex, resource-intensive type that may be associated with language production, a pre-
diction mechanism that relies on language knowledge and rules to predict upcoming words or events by generating possible language 
expressions. This prediction mechanism is closely related to an individual’s ability to produce language and involves understanding 
and applying linguistic structures and rules. Pickering et al. categorize prediction into prediction-by-association and 
prediction-by-production, where prediction-by-association is driven by underlying associative mechanisms (e.g., activation spreading) 
[23]. Prediction is likely to be involved in the spreading of activation between related representations, such as semantic/associative 
priming or phonological priming (e.g. king spreads to queen), and activation spreads quickly to representations associated with the 
target word in long-term memory. For instance, in the sentence “The boy went out to the park to fly a kite,” the word “kite” following 
the article “a" is highly predictable. When individuals predict the word “kite,” they must activate certain components of their linguistic 
representation, such as the sound/k/or conceptual features related to being flyable. Successful prediction allows comprehenders to 
pre-activate the representations that will be used when they encounter the predicted input. This pre-activation enables them to engage 
in anticipatory processing, which explains how prediction can enhance comprehension [23]. In addition, since this type of activation 
also decays very rapidly [24], even if the speaker eventually produces the relevant word, it may appear too late for the prediction to be 
useful. Prediction-by-association can explain the facilitation of prediction for language comprehension, and the fact that the prediction 
(or pre-activation) perspective is usually associated with the lexical access perspective (i.e., facilitation of lexical access due to 
pre-activation of predicted words in memory) rather than with the integration perspective helps to explain the facilitation effect of the 
extraction of the predicted word in memory. However, it is important to recognize that this predictive mechanism has limitations in 
supporting language comprehension because it is non-targeted and transient, and, according to this mechanism, the prediction itself 
cannot be sustained for an extended period of time when the prediction is not confirmed.

Prediction-by-production is considered by some researchers to be the central mechanism of prediction [15,16,23], 
Prediction-by-production goes beyond simple activation spreads and posits a connection between language production and prediction. 
This theory argues that the same predictive mechanisms operate in both language comprehension and production, and involve 
long-term changes in internal representations. In the P-chain framework proposed by Dell and Chang, language acquisition and 
subsequent language knowledge adjustments are both driven by predictive behaviors [16]. These predictive behaviors occur during 
the gradual processing of language within a context, and predictions are considered to be generated by the language production 
system. Although prediction-by-production is often more accurate, they are not always available, especially in cognitively constrained 
populations. Multiple lines of research provide evidence for the shared mechanisms between prediction and language production [25,
26]. In a study distinguishing prediction and integration, Federmeier suggests that prediction during language comprehension occurs 
predominantly in the left hemisphere while speech production is strongly left hemisphere lateralized [27]. If prediction is a form of 
language production, then this can explain the lateralization of prediction in the brain [7].

Based on the above two prediction mechanisms, first, we focus on whether inducing a prediction error when the prediction is 
incorrect strengthens or weakens the memory for the word. Currently, there is some inconsistency in the results of studies on prediction 
errors and the long-term effects of prediction on memory. Prediction error-driven plasticity is a fundamental feature of the brain. This 
plasticity mechanism supports both memory encoding (storage) and perception (memory retrieval) within the same region, arguing 
that the discrepancy between prediction and the forward transmission of sensory evidence - i.e., “prediction error” - -drives memory 
encoding and retrieval [11]. Some studies have also indicated that words that do not match the predictions are remembered better than 
words that do match the predictions in recollection memory tests, this coincides with novelty-driven memory and supports the claim 
that prediction errors enhance memory [28,29]. Highly predictable sentences may cause readers to encode sentences in a “top-down 
validation mode,” which may come at the expense of thorough processing, leading to the formation of less obvious memory traces [29]. 
In contrast, however, some researchers have found that expected words show a memory advantage over unexpected words on 
recognition tests and that expected words are remembered more successfully on subsequent memory tasks [19,30], which contradicts 
the notion that prediction errors promote memory.
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1.2. Error-driven implicit learning

However, the majority of the aforementioned studies have primarily examined the influence of prediction errors on explicit 
memory, while fewer have explored the implications for implicit memory. Implicit memory is defined as the influence of prior 
exposure without (or independent of) explicit memory [31–33]. The experimental behavioral evidence for learning based on errors 
initially came primarily from studies of structural priming (syntactic priming) and adaptation. Structural priming refers to the phe-
nomenon where language users are more likely to use a similar structure in language production after encountering a specific syntactic 
structure compared to before encountering it [34]. This process was initially observed in children as young as 3 years old and 
maintained throughout the learning process [35,36]. The priming effect can lead to lasting adaptations over weeks or months, rep-
resenting a long-term structural change [37,38]. The reason why this priming effect is considered a form of error-based implicit 
learning is because it goes beyond mere temporary activation of representations and actually alters the language system of the 
comprehender. This alteration is akin to the modulation of connection weights observed in connectionist models during the process of 
representational learning [39,40]. The effect of priming can persist for a sustained period of time and is not weakened by the passage of 
time or unrelated sentences [41]. This type of learning is considered implicit because it can occur in patients with amnesia who lack 
explicit memory [42].

It should be noted that several studies have highlighted the potential relationship between prediction errors and implicit memory 
processing. Event-related potential (ERP) studies have demonstrated that unexpected final words, counter to the predictions made, 
elicit pronounced N400 amplitudes during sentence comprehension. These findings suggest that prediction errors may also impact 
implicit memory processes, further emphasizing the need to investigate the role of prediction errors across different memory systems 
[43], whereas the decrease in N400 amplitude is primarily associated with implicit priming processes, as it occurs relatively inde-
pendently of memory encoding depth [44] or recognition memory accuracy [21]. The interaction between word predictability and 
repetition priming has offered new perspectives on the possible relationship between N400 amplitude and implicit learning. In the 
context of repetition priming, facilitated processing of stimuli is a characteristic of the paradigm, and this advantage in processing due 
to prior experience is thought to reflect implicit memory. In these studies, incongruent sentences elicit a larger N400 amplitude upon 
first presentation compared to congruent sentences. However, when sentences are repeated after a delay, there is also a greater 
reduction in N400 amplitude [45]. Prediction errors and priming have also been used to explain longer-term implicit learning in 
language acquisition [46]. Hodapp and Rabovsky argue that the N400 reflects error-based implicit learning signals during language 
comprehension and that the processes that cause changes in the N400 also simultaneously drive implicit learning [18,47]. Therefore, 
compared to expected words, unexpected words that elicit larger N400 amplitudes result in greater levels of adaptation [18]. 
Adaptation refers here to a gradual and continuous process of implicit learning that updates the model’s internal probability estimates 
based on specific (incompletely predicted) inputs to make better predictions in the future. The interaction of expectation and repetition 
is consistent with the notion that larger N400 amplitudes result in increased adaptability, and this has been successfully simulated in 
the sentence Gestalt model [17,18].

Therefore, an increase in N400 amplitude due to prediction error corresponds to greater adaptation, which can be measured 
through implicit memory [18,48]. This enhanced adaptability is associated with increased representation probability, which refers to 
the likelihood of a specific concept or information being robustly represented in the brain, resulting in heightened salience during 
cognitive processing. Consequently, in subsequent tasks, the corresponding word is more accessible (with shorter response times) [17,
18,49].

Based on the aforementioned hypothesis, Hodapp and Rabovsky conducted a study in which participants performed a perceptual 
identification task measuring implicit memory after a sentence reading task [18]. In the sentence reading task, unexpected 
sentence-final words elicited larger N400 amplitudes compared to expected sentence-final words, indicating greater adaptation 
following prediction errors. Moreover, in the subsequent perceptual identification task, previously unexpected words were recognized 
more quickly than new words and previously expected words. Notably, previously expected words do not show an identification 
advantage over new words. These findings support the hypothesis that prediction errors alter the probability of internal word rep-
resentations, leading to greater adaptation and facilitating implicit learning. However, the sentence presentation in the above study 
was presented word-by-word, and the interval between the two tasks was relatively short (around 10 min for an N-back task), which 
may have captured greater attention during encoding and resulted in the retention of non-matching words. In the study by Hubbard 
et al. participants first performed a sentence reading task, followed by a few minutes of a simple distractor task before a recognition test 
[20]. The results show that unexpected words exhibited greater accuracy. However, in a further study by Hoeltje and Mecklinger, the 
recognition test was administered 24 h later [19]. The results show that expected words performed better than unexpected ones, which 
contradicted the previous study. These studies indicate that the interval between learning and testing is an essential factor that may 
influence the results. Therefore, the first aim of our study is to explore the duration of implicit learning facilitated by prediction errors 
elicited by unexpected sentence-final words.

1.3. Disconfirmed prediction

Besides investigating the impact of prediction errors on implicit learning, the second objective of this study was to explore the 
influence of lure words on implicit memory when predictions are disconfirmed. Earlier research has suggested that, in situations where 
a prediction error occurs, the predicted word tends to be actively suppressed or repressed in memory [27,50,51]. Related studies in 
ERP have shown that word repetition reduces the amplitude of the N400 [52,53]. However, an ERP study conducted by Rommers et al. 
on the phenomenon of repetition priming revealed that, similar to repeated words, words that were previously predicted but not 
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actually presented also elicit a reduction in the N400 amplitude [21]. This “pseudo-repetition” effect demonstrates that despite being 
disconfirmed, the originally correctly predicted representations persist at certain stages of information processing. Hubbard et al. 
found that lure words also produced greater false alarm rates in an explicit recognition task following a sentence reading task, sug-
gesting that unobserved words are not completely suppressed but remain in memory and can have some effect on episodic memory 
[20]. Hoeltje and Mecklinger further demonstrated that lure words still show higher false alarm rates after a 24-h interval, demon-
strating that activation of predictive representations may be maintained for longer periods even if predictions are not confirmed [19]. 
However, Gibson’s influential theory on Syntactic Prediction Locality in the domain of linguistic complexity posits that, “the longer a 
predicted category must be kept in memory before the prediction is satisfied, the greater is the cost for maintaining that prediction” 
[54]. It appears improbable that the activation of such predictive representations is actively maintained for hours. Certain researchers 
have suggested that this may be related to the pre-updating of sentence context with predicted words in working memory, meaning 
that the brain activates predicted words in advance and stores them in working memory before they appear [51,55]. The pre-updating 
process is believed to enhance language processing by reducing the cognitive load required for processing new information. By 
pre-activating predicted words in working memory, the brain can more efficiently process actual words when encountered, resulting in 
faster and more accurate sentence comprehension. However, if pre-updated sentence representations are not thoroughly revised after 
predicted words are disconfirmed, predicted but not actual presented words may persist in memory for a longer duration [19]. 
However, the above explanation lacks consideration for the possibility that accurate predictive representations may not be solely or 
simply enhanced through activation. As mentioned earlier, prediction-by-association decays rapidly, and the process that leads to 
N400 changes may also facilitate implicit learning [17,56]. Thus, the increased accessibility of lure words in memory may be due not 
only to the sustained activation of predictive representations but also to an increase in their internal probabilistic representations.

1.4. The present study

In this study, two experiments were conducted to investigate the impact of prediction errors and prediction representations on 
implicit learning, as well as the duration of these effects. Specifically, experiment 1 aimed to determine if prediction errors and correct 
prediction representations could facilitate implicit learning when prediction is confirmed. Experiment 2 explored whether this 
facilitation effect would persist after a longer time interval of 24 h. The difference between the two experiments is that Experiment 1 
consisted of a 10-min n-back task between the learning and testing phases, whereas Experiment 2 consisted of a 24-h interval. The 
experiment was divided into two phases: learning and testing. In the learning phase of the experiment, subjects were presented with 
strongly constrained sentences with either expected or unexpected but reasonable endings. After a while, subjects were asked to 
perform a perceptual identification task [57], which is considered a reliable measure of implicit memory [58]. In this paradigm, 
subjects are asked to identify as quickly as possible an increasingly clear word presented on a screen. It could be an ending word that 
appeared in a previous learning phase, a word that is expected but not actually present, or a completely unrelated new word. This 
experimental design allowed us to investigate whether words subjected to different sentence processing displayed different speeds on 
implicit memory identification.

We hypothesize that, on the one hand, if prediction error supports implicit learning, then unexpected ending words under strong 
contextual constraints should be recognized more quickly than expected ending words or new words, with lower recognition error 
rates, and maintain a facilitation effect after a 24-h interval. On the other hand, if lure words also affect implicit memory, they should 
exhibit faster recognition speed compared to new words, with lower recognition error rates, and continue to exhibit a facilitating effect 
after a 24-h interval.

2. Experiment 1

2.1. Methods

This study was conducted in accordance with the Declaration of Helsinki and approved by the Human Research Ethics Committee 
of the College of Psychology, Liaoning Normal University (protocol number: LL2023076, date of approval: 30 October 2023).

2.1.1. Participants
In this study, we recruited 38 college students who were native Chinese speakers. Data analysis led to the removal of 2 subjects’ 

data due to high error rates and false trigger rates (the " false trigger " refers to the participants’ habitual act of pressing the space bar at 
the end of a trial, attempting to prematurely advance to the next trial, resulting in this trial being judged as clearly seen, even though in 
reality, they were still in a fully masked state), leading to a sample size of 36 participants in the final analyses, consisting of 17 males 
and 19 females. To ensure the statistical power of the experimental design, a priori sample size estimation was conducted. Based on the 
anticipated medium effect size (Cohen’s f = 0.5), a significance level (α = 0.05), and the desired statistical power (1 - β = 0.95), 
calculations were performed using the pwr package in R (R Core Team, 2023) [59,60]. The results indicated that a minimum of 19 
participants per group is required. All participants have either normal or corrected-to-normal vision and are exclusively right-handed. 
None of the participants have a reported history of neurological or mental disorders. Monetary compensation was provided to all 
participants as remuneration for their participation in the experiment.

2.1.2. Stimulates and procedure
The experimental design was derived from a previous investigation conducted by Hodapp and Rabovsky [18]. It entailed a two-part 
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assessment comprising a sentence-reading task and an implicit memory task. To reduce the possibility of confounding factors arising 
from explicit memory, an interposed n-back task was integrated between the primary tasks (see Fig. 1).

In the sentence reading task, the sentences consist of 96 strongly constraining sentences and 8 practice sentences. The selection of 
expected and unexpected words was based on their cloze probabilities, which were determined through a separate cloze norming 
procedure. These probabilities reflect the proportion of participants who successfully completed sentences with those words in an 
offline cloze test. The length of the sentences and the frequency of the target words were strictly matched under each condition 
(detailed information about the experimental materials can be found in Table 2). In the expected and unexpected conditions, the 
critical words in the test phase match the sentence-ending words from the reading phase. In contrast, for the lure and new word 
conditions, the test phase’s critical words differ from the reading phase’s endings. The lure words reflect the predicted words that were 
expected but not presented, while the new words are unrelated to the reading task, matched only by lexical properties (see Table 1 for 
examples of experimental materials).1 In each sentence, each word only appears once, and words used as sentence endings in one 
condition will not be used as possible sentence endings in other conditions. To further avoid the influence of critical words repeating in 
other parts of the sentence stem, among all 96 sentences, only one critical word in the lure condition and one critical word in the new 
word condition had appeared in the stem of other trials before. The other 94 critical words had not appeared during the sentence 
reading phase. In the formal experimental sentences, half of the sentence endings are expected, and the other half are unexpected but 
plausible. Specifically, out of the 96 sentences, 24 predictable sentences correspond to the “previously expected” condition in the 
implicit memory task, 24 predictable sentences correspond to the “new words” condition, and 24 unpredictable sentences correspond 
to the “previously unexpected” condition in the implicit memory task, while the remaining 24 unpredictable sentences correspond to 
“lure words.” To avoid the influence of associative priming, the final words in the sentences associated with the lure words were 
selected to be semantically unrelated to the corresponding lure words. The 96 sentences were divided equally into two blocks, and each 
block had the same number of sentences in each of the four conditions and was pseudo-randomized. Sentences in the same condition 
will not appear consecutively for 3 times. To avoid primacy effects and recency effects, the first and the last sentences of the exper-
iments were those corresponding to the new words.

In our experiment, we adopted a non – RSVP (Rapid Serial Visual Presentation) narrative paradigm for sentence presentation, using 
the format of “sentence frame” + “target word.” In addition to providing a more natural reading experience, the greatest advantage of 
this method of presenting sentences is that it allows participants to have a stronger expectation for the upcoming final word, and to 
enhance the memory encoding of critical words through this enhanced prediction. In our study, we are more concerned with the fate of 
predictive representations that are not actually seen, so we have adopted this sentence presentation method that can enhance pre-
diction [19]. Moreover, this method of presenting sentences allows participants to receive more complete semantic information at one 
time, promoting deep semantic processing. Deep semantic processing of the overall sentence semantics can better activate and utilize 
existing semantic patterns, thereby enhancing memory encoding. In the RSVP paradigm, due to the rapid presentation of words one by 
one, readers may not have enough time to form a complete prediction of the sentence. The non-RSVP paradigm allows readers to 
consider the context of the entire sentence while reading each word, better facilitating the integration of contextual information, which 
is crucial for understanding sentence meaning and forming stable memory representations. Sentences were presented in the form of 
“sentence frame” + “target word”, and each experiment started with a 500 ms fixation point, followed by a 3000 ms sentence frame 
and a 500 ms blank screen, followed by a 1500 ms target word, and finally a 500 ms blank screen. Participants are instructed to 
carefully read the sentences during this phase and make no other responses. To prevent the influence of explicit memory factors such as 
mnemonic strategies, we clearly instructed the participants not to deliberately memorize any words, but simply to understand the 
meaning of the sentences.

Following the sentence task, participants completed a four-block n-back task (increasing from n = 1 to n = 4) and used numbers to 
reduce any potential explicit memory effects of sentence reading. The numbers are displayed in the center of the screen for 1000 ms 
with a stimulus interval of 2000 ms. The task lasts approximately 10 min. In the n-back task, participants are required to respond when 
the stimulus matches the one that appeared n items ago. We do not analyze the accuracy of the n-back task; it is only necessary to 
ensure that participants make a genuine effort to solve the task.

The N-back task is followed by a perceptual identification task, which is used to measure implicit memory. Implicit memory refers 
to the influence of prior experiences on current task performance without (or independent of) explicit memory [31–33]. This type of 
memory typically does not come with conscious recollection but is reflected in the improvement of task performance, such as reduced 
reaction time in perceptual recognition tasks. Perceptual identification task were used to assess implicit memory because these tasks 
rely on the concept of perceptual fluency, which is the automated influence of prior experiences on the perception and processing of 
stimuli, a typical manifestation of implicit memory [18]. Following the work of Stark and McClelland [57], the repetition priming 
effect (i.e., items previously perceived becoming easier to recognize in subsequent perception) is a reliable indicator of implicit 
memory. Secondly, the gradual clarification of stimuli in the task simulates the perceptual process in the real world, allowing us to 
measure participants’ reaction times at different levels of perceptual clarity, thereby assessing the impact of implicit memory. Unlike 
explicit memory tasks, this is an unconscious process that does not require participants to consciously recall previously encountered 
words but rather relies on the automated advantages of the perceptual process. The target word may be the ending word (expected or 
unexpected words) from the previous sentence reading task or new words that have not been seen before (lure and new words). The 

1 We recruited 15 psychology experts to score the plausibility of presentation conditions during the sentence reading task on a five-point scale. 
The scores for words that were expected ranged from 4.58 to 5.00 with a mean of 4.92 and a standard deviation of 0.12. The scores for unexpected 
words ranged from 2.48 to 4.00 with a mean of 3.08 and a standard deviation of 0.44.
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stimulus presentation order is pseudorandomized but maintains the overall sequence (compared to the sentence reading task) to 
control for temporal effects. Participants started each trial by pressing the space bar. The initial presentation consists of 42 frames of 
the masking stimulus, featuring six hash marks (######), sufficient to cover the presented word, immediately followed by one frame 
of the first target word presentation (1 frame = 6.06 ms). This process continued until participants pressed a button indicating that they 
had recognized the word. With each turn, the masking stimulus duration decreased by one frame, while the target stimulus presen-
tation increased by one frame (see the inset in Fig. 2). From the subjects’ point of view, this setup induced the perception of words that 
flickered on the screen and became clearer with each repetition, allowing the recording of reaction times corresponding to the 
perceived fluency of the word. They are asked to identify the word as early and as accurately as possible. After pressing the button, a 
prompt appears on the screen, requesting participants to enter their perceived answers. If the answer was incorrect or the response was 
too slow, feedback was given on the screen (after 25 repetitions, the word became fully visible, and the trial was discontinued). 
Subjects were asked to keep their head and hand in the same position as in the first trial, to record their responses, and to analyze only 
the correct trials.

Due to our experimental design, which places the implicit memory test tasks after all reading tasks have been completed, par-
ticipants are unlikely to deduce the purpose of the experiment based on the practice effect. Even if participants might gradually become 
aware during the implicit memory test phase that the words we are testing could be related to the sentences they read earlier, the 
design of our experiment, where target words are presented as increasingly clear words with rapid flashing, requires them to identify as 
quickly as possible. This design makes it improbable for them to have the time to engage in conscious recall. After the experiment, we 
conducted a post-experimental inquiry with all participants. All reported that they did not have the opportunity to utilize conscious 

Fig. 1. The design of the perceptual identification task was adapted from Hodapp and Rabovsky’s research [18]. In this task, the word gradually 
becomes clearer over time until the participant presses the spacebar. They are then prompted to enter the word they have recognized. This design 
enables the capture of continuous reaction time data, which has been demonstrated to be influenced by implicit memory.

Table 1 
Example sentences and their approximate translations into English.

Condition Sentence frame Ending word Critical word

Expected 在图书馆听音乐需要插上() 
Listening to music in the library requires you to plug in your ()

耳机 headphones 耳机 headphones

Unexpected 玛丽今晚睡觉枕着新买的() 
Mary sleeps tonight on the newly purchased ()

网球 tennis 网球 tennis

Lure 健身房教练有着发达的() 
The gym instructor has well developed ()

头脑 mind 肌肉 muscle

New 精神分裂患者丽莎拥有两个独立的() 
The schizophrenic Lisa has two separate ()

人格 personalities 法庭 court

Note. To minimize the effect of word frequency, the distributions of word frequencies were strictly matched. In the above example, “headphones,” 
“tennis,” “mind,” and “muscle”. The word frequencies of “personality” and “court” in Chinese are 17.81, 17.80, 20.49, 20.13, 17.11, and 20.02 
respectively. The ending word is the end of the sentence in the sentence reading task, and the critical words are the test words in the perceptual 
identification task.

Table 2 
Lexical properties of test words.

Condition Frequency Word length contextual constraint cloze probability

Expected 25.03(19.72) 12.33(1.99) 0.99(0.018) 0.99(0.018)
Unexpected 25.09(19.89) 12.29(2.14) 0.97(0.037) 0.06(0.022)
Lure 25.12(20.31) 12.50(2.20) 0.99(0.004) 0.99(0.004)
New 24.98(19.58) 12.44(2.05) 0.98(0.029) –

Note. Values represent means across items (Values in parentheses are standard errors). There was no significant difference between each condition. 
The word frequency data comes from Sun’s research conducted in 2018 [61]. The contextual constraint here is derived from the best completion 
probability of the sentence in a cloze test.
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recall and retrieval processes. This further supports the effectiveness of our experimental design in minimizing the impact of explicit 
memory strategies on the implicit memory test outcomes. Therefore, the experiment was divided into three tasks, whereby all stimuli 
were run through the E-prime software, and the duration of the experiment was approximately 40 min.

2.1.3. Statistical analyses
We conducted analyses using lmertest in R (R Core Team, 2023) to examine the impact of experimental conditions on implicit 

memory through linear mixed-effects model (LMM) and generalized linear mixed-effects model (GLMM) [59,62]. To account for the 
non-normal distribution of reaction time data, we applied a logarithmic transformation.

During the model fitting process, we initially attempted to fit the maximal model that included all random effects. If the model 
could not be successfully fitted, we gradually reduced the complexity of the model. We first removed the random slope effect of the 
items, followed by the random slope effect of the participants. If the model still could not be successfully fitted, we sequentially 
removed the random intercept effect of the items and then the random intercept effect of the participants, until the model was suc-
cessfully fitted. The fully fitted model that was successfully fitted was logRT ~ Condition + Freq_z + Length + (1|Participant) + (1|Item), 
and it was ultimately simplified to logRT ~ Condition + (1|Participant) + (1|Item). For the random effects of the model, the (1| 
Participant) term is used to account for the variation in logRT across different participants, while the (1|Item) term is used to account 
for the variation in logRT across different items. In the first model we constructed, we used a three-level fixed effects model. We 
modeled the conditions (expected, unexpected, new words) as fixed factors to differentiate between these three distinct categories, and 
we used contrast coding to handle categorical variables in order to compare the response patterns of participants under different 
conditions. The second model used a two-level fixed effects model, modeling the conditions (lure, new words) as fixed factors, and also 
used contrast coding to handle categorical variables to compare the response patterns of participants under different conditions. The 
analysis of the model was conducted at the item level, using a likelihood ratio test to determine the significance of the fixed effects by 
comparing the fit of models with the same random effect structure but without the corresponding fixed effects. And the analysis of 
simple effects is conducted using the emmeans function [63].

Furthermore, we utilized a generalized linear mixed-effects model to analyze the error rates of reactions across different conditions. 
The model fitting process mirrored that of the linear mixed-effects model used for reaction time.

2.2. Experiment 1 results

We conducted data processing and filtering to ensure the accuracy and reliability of the data used. Regarding the analysis of re-
action time (RT), we initially grouped the data by participants and retained only the RT data that were smaller than the mean RT plus 
three times the standard deviation. We also excluded any erroneous responses to obtain more accurate and reliable data for subsequent 
analysis. Simple typographical errors, such as an extra space or period after the correct answer, are not considered mistakes. When 
reviewing the results, we will correct answers that the program has judged as incorrect but participants have actually identified 
correctly.

Approximately 5.46 % of the data were excluded, and the remaining 94.44 % of the data were included in the analysis. For the 
analysis of error rates, since no data is judged to be wrong due to false trigger, we retained all erroneous responses.

Fig. 2. Reaction times (log-transformed) in the perceptual identification task across participants and items by condition of experiment 1.
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2.2.1. Results of RT
The arithmetic mean of the reaction time data (Table 3)indicates that both expected words and unexpected words show a tendency 

towards faster identification speeds compared to new words. Specifically, compared to new words, the identification speed of un-
expected words increased on average by 316 ms, while the identification speed of expected words increased on average by 209 ms. 
Additionally, lure words show a facilitative effect of 310 ms compared to new words.

Fig. 2 depicts the data after logarithmic transformation. In the LMM analysis of the logarithmically transformed data, compared to 
new words, the identification speed of unexpected words was significantly faster (β = − 0.12, SE = 0.04, t = − 2.71, p = 0.0085),2,3. It is 
worth noting that the difference in identification speed between expected words and new words was only marginally significant (β =
− 0.08, SE = 0.04, t = − 1.89, p = 0.0623). Additionally, there was no significant difference in identification speed between previously 
unexpected words and previously expected words (β = 0.04, SE = 0.04, t = 0.813, p = 0.4189). Crucially, lure words show a significant 
facilitative effect on identification speed compared to new words (β = − 0.11, SE = 0.03, t = − 3.33, p = 0.0017).4

2.2.2. Results of error rates
Based on the analysis results presented in Fig. 3, there are no significant differences in error rates across the different conditions for 

either model, as indicated by the chi-square values and corresponding p-values: Model 1 (χ2 = 1.39, p = 0.4994) and Model 2 (χ2 =

1.06, p = 0.3026).

2.3. Experiment 1 discussion

Experiment 1 investigated whether prediction error and prediction representation influence implicit learning when predictions are 
incorrect. Participants are presented with a set of strongly constrained sentences that conclude with either an expected or unexpected 
word. They subsequently completed a 10-min n-back task, followed by an implicit perceptual identification task to assess their memory 
for target words.

According to the results of the reaction time analysis, the identification speed of unexpected words is faster compared to new words, 
while expected words do not show any advantage in terms of identification speed compared to new words. This finding is consistent 
with the results reported by Hodapp and Rabovsky [18]. However, we do not observe a significant difference in identification speed 
between unexpected words and expected words. In other words, the difference in the repetition benefit of words used in sentence 
reading tasks in the subsequent implicit memory task is not large enough. The marginally significant results for previously expected 
words imply that we cannot completely rule out whether this benefit is due to the influence of prediction errors or the enhancement of 
short-term memory caused by lexical repetition. Therefore, in Experiment 2, we consider adjusting the distractor task to minimize the 
influence of simple lexical repetition and further increase the difference in identification speed between expected words and unex-
pected words in the subsequent perceptual identification task.

On the other hand, we are also interested in investigating whether the representation of predictions would influence the perfor-
mance of lure words in the implicit memory task. Previous literature has shown that words predicted during the learning phase but not 
actually presented lead to higher rates of false alarms in a delayed lexical recognition task, indicating that lure words are more likely to 
be incorrectly identified as previously seen [20]. Our results show that lure words exhibit faster identification speed in the subsequent 
implicit memory task, even when both lure words and new words were not actually seen during the sentence reading task. This 
suggests that when a prediction is disconfirmed, the initially correct prediction continues to persist, even in the absence of actual 
presentation, and influences subsequent implicit memory tasks. On one hand, this may be due to the sustained activation of prediction 
representations in the brain. On the other hand, it could also be a result of long-term changes in implicit memory representations, 
rather than simple short-term activation. The relatively short time interval cannot fully distinguish between these potential reasons. 
Finally, the analysis of error rates shows no significant differences across conditions, which aligns with the findings of Hodapp and 
Rabovsky [18].

In summary, the results of Experiment 1 show that both unexpected words and lure words can increase the speed of implicit 
identification. However, we cannot completely exclude the influence of repetition effects and spreading activation from the results. 
Furthermore, the duration of the effect of prediction errors on implicit learning remains unclear. Therefore, we conduct a second 
experiment with the same critical conditions but replacing the 10-min N-back task with an implicit identification task 24 h later. In 
Experiment 2, we aim to observe differences in identification speed between expected words and unexpected words. We also aim to 
investigate whether the faster identification of lure words is due to short-term activation or long-term changes in implicit memory 
representations.

2 To control for the influence of word plausibility, we employed linear mixed models to fit the data from the expected and unexpected conditions 
in Experiment 1 and Experiment 2, including plausibility as one of the fixed effects in the models. The results showed that in Experiment 1, the fixed 
effect of plausibility on reaction time was not statistically significant (β = -0.01, SE = 0.03,t = -0.30, p = 0.7651).

3 In the first model, the fixed effect of word frequency is not significant (β = 0.03, SE = 0.02, t = 1.819, p = 0.0782), and the fixed effect of 
sentence length is also not significant (β = 0.01, SE = 0.01, t = 1.60, p = 0.1145).

4 In the second model, the fixed effect of word frequency is also not significant (β = − 0.00, SE = 0.02, t = − 0.28, p = 0.7835), and the fixed effect 
of sentence length is also not significant (β = 0.01, SE = 0.01, t = 1.19, p = 0.2389).
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3. Experiment 2

3.1. Methods

3.1.1. Participants
In this study, we recruited 38 college students who were native Chinese speakers. Data analysis led to the removal of 3 subjects’ 

data due to high error rates and false trigger rates, leading to a sample size of 35 participants in the final analyses, consisting of 11 
males and 24 females. The sample size calculation for the experiment follows the same process as Experiment 1, which determined that 
a minimum of 19 participants per group is required. All participants have either normal or corrected-to-normal vision and are 
exclusively right-handed. None of the participants have a reported history of neurological or mental disorders. Monetary compensation 
was provided to all participants as remuneration for their participation in the experiment. To ensure active participation from the 
participants, we made the completion of all tasks a prerequisite for receiving compensation. Furthermore, we informed the participants 
beforehand that they were required to return promptly after 24 h; failure to do so within the specified time frame would result in not 
receiving the full compensation. All participants underwent the second experimental session within 24 ± 2 h after the initial reading 
task to control for the impact of additional experimental variables.

3.1.2. Stimulates and procedure
The procedure of Experiment 2 is similar to that of Experiment 1, with the only difference being that in Experiment 2, participants 

are required to wait for 24 h after reading the sentences before completing the implicit memory task again. All materials used in 
Experiment 2 are the same as those used in Experiment 1.

3.1.3. Statistical analyses
The data analysis is the same as experiment 1.

3.2. Experiment 2 results

The principle of data elimination is the same as that of experiment 1. Approximately 4.85 % of the data were excluded, and the 
remaining 95.15 % of the data were included in the analysis. For the analysis of error rates, responses judged to be incorrect due to false 
trigger were excluded, with a total of approximately 0.03 % of the total data excluded, ultimately retaining 99.97 % of the data for 

Table 3 
Mean reaction times and error rates in the perceptual identification task per condition of experiment 1.

Expected Unexpected Lure New

RT in ms 2386(1262) 2279(1155) 2284(1201) 2595(1370)
Error rate in% 4.75(5.19) 4.28(3.92) 4.51(5.30) 5.90(5.75)

Fig. 3. Error rates in the perceptual identification task across participants and items by condition of experiment 1.
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inclusion in the analysis.

3.2.1. Results of RT
The arithmetic mean of the reaction time data (Table 4)indicates that both expected words and unexpected words still show a 

tendency towards faster identification speeds compared to new words, but with less significant increases of 184 ms and 151 ms 
respectively. Additionally, lure words exhibit a significant speed-up effect of 228 ms compared to the new words.

Fig. 4 depicts the data after logarithmic transformation. In the LMM analysis of the logarithmically transformed data, compared to 
new words, the identification speed of unexpected words was significantly faster (β = -0.08, SE = 0.04,t = -2.13, p = 0.0369),5,6. And 
there was no significant difference in identification speed between previously expected words and new words (β = 0.05, SE = 0.04,t =
1.50, p = 0.1372). The difference between expected words and unexpected words was still not significant (β = 0.02, SE = 0.04,t = 0.62, 
p = 0.5353). Crucially, lure words still show a significant facilitative effect on identification speed compared to new words (β = -0.08, 
SE = 0.03,t = -2.85, p = 0.0064).7

3.2.2. Results of error rates
According to the analysis result of the error rate (Fig. 5), compared to new words, the error rates of previously expected words were 

marginally significant. (β = 0.57, SE = 0.32, z = 1.81,p = 0.0703). Previously unexpected words exhibited reduced error rates (β =
0.83, SE = 0.33, z = 2.50,p = 0.0124). Importantly, lure words displayed significantly lower error rates compared to new words (β =
0.77, SE = 0.38, z = 2.04,p = 0.0413).

To further explore the differences in error rates between the two experiments, we conducted a joint analysis of the error rate data 
from Experiment 1 and Experiment 2 by fitting a generalized linear mixed model. The full model we fitted was Error ~ Condition * 
Experiment + (1 | Participant) + (1 | Item), simplifying the model step by step to examine the interaction between experimental 
conditions and experimental versions. The results of the analysis of variance indicated that there was no significant interaction be-
tween word type and experimental version (χ2 = 2.29, p = 0.317), and moreover, the main effect of the experimental version was also 
not significant (χ2 = 0.75, p = 0.3854).

3.3. Experiment 2 discussion

Experiment 2 investigated whether prediction error and prediction representation influence implicit learning can be maintained 
beyond 24 h when predictions are incorrect. Participants are presented with a set of strongly constrained sentences that conclude with 
either an expected or unexpected word. Then, after a 24-h delay, they underwent an implicit perceptual identification task to assess 
their memory for the target words.

According to the results of reaction time analysis, previously unexpected words still exhibited significantly faster identification 
speeds compared to new words after a 24-h interval. This suggests that the facilitation of implicit memory by prediction errors can be 
maintained for a longer duration. On the other hand, previously expected words did not show any advantage in terms of identification 
speed. This finding indicates that the repetition effect starts to diminish over longer intervals, and also supports our research hy-
pothesis that correct predictions do not enhance implicit memory. The marginally significant phenomenon observed in Experiment 1 is 
likely attributed solely to the repetition effect. However, it should be noted that a 24-h interval may not completely eliminate the 
influence of repetition, as evidenced by the lower reaction times observed for both previously seen words (expected and unexpected) 
numerically.

On the other hand, experiment 2 replicated the impact of lure words on the implicit perceptual identification task. The results show 
that even after 24 h, lure words still show significantly faster identification speed than new words. This suggests that when the pre-
diction is confirmed, the correct prediction representation remains in the brain and increases the accessibility of the corresponding 
word for a longer period, even if it is not actually presented. Since this activation state of predicted but not actually presented words 
does not seem to be able to be sustained for longer periods of time [19], this may imply that these predictive representations have 
produced long-lasting changes in the implicit memory network, rather than just simple short-term activation. Indeed, this interpre-
tation is consistent with the research findings of Hoeltje and Mecklinger [19]. In their study, participants may have influenced the 
implicit memory representation of lure words during the initial sentence reading, which led to their increased familiarity with these 
words on the recognition test. In addition, explicit memory may have influenced participants’ responses because they may have 
consciously recalled lure words based on their prior expectations or predictions. The interaction between implicit and explicit memory 
processes leads to higher false alarm rate of lure words.

The analysis of error rates revealed a significantly lower error rate for previously unexpected and lure words compared to new 
words. In addition, the error rates for previously expected words also showed a decreasing trend. Our initial hypothesis was that the 
shorter the time interval between the subsequent perceptual recognition task and the prior sentence reading task, the lower the error 

5 The results showed that In Experiment 2, the fixed effect of plausibility on reaction time was not statistically significant(β = -0.02, SE = 0.03,t =
-0.82, p = 0.4189). This indicates that we can exclude the impact of word plausibility on the experimental outcomes.

6 In the first model, the fixed effect of word frequency is not significant (β = 0.02, SE = 0.01, t = 1.74, p = 0.0855), and the fixed effect of sentence 
length is also not significant (β = 0.01, SE = 0.01, t = 0.96, p = 0.3330).

7 In the second model, the fixed effect of word frequency is not significant (β = − 0.02, SE = 0.01, t = − 1.26, p = 0.2146), and the fixed effect of 
sentence length is also not significant (β = − 0.00, SE = 0.01, t = − 0.16, p = 0.8732).
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rate of the participants should be. This is because the influence of the previous experimental manipulation should be more pronounced. 
Over time, for all conditions that have undergone experimental treatment, the error rate under the same condition should increase, 
while there should be no difference in the error rate for new words. However, the results were the opposite; our study showed that at 
longer time intervals, the difference between the words treated by the experimental condition and the new words became more 

Table 4 
Mean reaction times and error rates in the perceptual identification task per condition of experiment 2.

Expected Unexpected Lure New

RT in ms 2479(1164) 2446(1155) 2402(1089) 2630(1197)
Error rate in% 3.69(4.26) 2.98(3.29) 3.34(4.26) 6.31(7.52)

Fig. 4. Reaction times (log-transformed) in the perceptual identification task across participants and items by condition of experiment 2.

Fig. 5. Error rates in the perceptual identification task across participants and items by condition of experiment 2.
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significant. A joint analysis of the data from Experiment 1 and Experiment 2 indicated that there was no significant interaction between 
the experimental condition and the version of the experiment. In one hand, this may be attributed to the longer interval between the 
sentence reading task and the perceptual identification task in Experiment 2, which resulted in a lower facilitative effect of the 
experimental conditions on word retrieval. Participants may have exhibited more caution during the perceptual identification task, 
leading to an overall increase in response time but a lower error rate compared to new words.

On the other hand, this phenomenon might also be credited to the processes of sleep and memory consolidation. Sleep is known to 
bolster a spectrum of cognitive functions, including decision-making, language, categorization, and memory [64]. Critically, memory 
consolidation plays an essential role in the enduring retention of both explicit and implicit memories. Prior research has explored the 
consolidation process in the contexts of implicit learning of phonotactic patterns, context reinstatement, and structural transfer in 
visual learning [65–67]. In the study by Anderson and Dell, a distinction was made between first-order and second-order patterns in 
phonotactic learning [65]. It was discovered that first-order patterns significantly influence speech errors within a single experimental 
session, whereas second-order patterns only affect errors when tested the following day. This suggests that sleep may offer a critical 
consolidation phase, facilitating the retention and retrieval of memories. Additionally, research by Schechtman and colleagues in-
dicates that memory consolidation during sleep may involve the reinstatement of context, potentially further enhancing the stability 
and longevity of memories [66]. Notably, sleep, particularly the non-rapid eye movement (NREM) stage, is recognized as the primary 
period for the consolidation of explicit memories.

Error rates, typically a conscious measure, reflect the explicit aspects of perceptual identification tasks more than they do implicit 
memory. The benefits derived from a longer delay in memory performance may be more pronounced for explicit memory. In 
Experiment 2, the extended delay, attributed to sleep, could have permitted a more effective process of memory consolidation. This 
consolidation is likely particularly advantageous for explicit memory due to its reliance on conscious memory processes. The reac-
tivation of explicit memories during sleep may strengthen memory traces, aiding participants in accurately retrieving words in 
perceptual identification tasks, even after an extended interval. Conversely, reaction times, which are more closely associated with 
implicit memory, reflect unconscious cognitive processes that are not typically subject to direct conscious influence. Even if partici-
pants exhibited increased caution in explicit tasks, reaction times may not have varied significantly like error rates, as implicit memory 
retrieval does not necessitate conscious effort.

Thus, the observed results in error rates could be attributed to the 24-h interval between study and test, which may have facilitated 
the consolidation of representations for unexpected and lure words, an effect not readily evident in reaction time data. It suggests that 
reaction time may not be a sensitive indicator of the effects of memory consolidation. The consolidation process might require a more 
extended period to manifest its effects and could be demonstrated through other means, such as a reduction in error rates.

To summarize, the results of Experiment 2 suggest that, with a 24-h time interval, previously unexpected words and lure words still 
maintain an advantage in identification speed compared to new words. Additionally, we observed differences in error rates among 
different conditions, with lower error rates for previously expected, previously unexpected, and lure words compared to new words.

4. General discussion

The present study investigated the potential impact of prediction errors during sentence encoding on facilitating implicit learning. 
We also aim to explore the mechanisms responsible for the maintenance of otherwise accurate prediction representations. To achieve 
this, a sentence-reading task is used to manipulate the predictability of critical words, followed by a subsequent perceptual identifi-
cation task to assess implicit memory. Our findings indicate that prediction errors can indeed facilitate implicit learning and can have 
an enduring effect for at least 24 h. Additionally, our results suggest that the sustenance of prediction representations may be closely 
related to the process of implicit learning.

4.1. Prediction error and implicit learning

Our research focuses on the potential relationship between prediction errors and implicit learning, a concept initially proposed by 
Chang et al. and supported by neural network models in the field of cognitive psychology [15–17,48]. The central idea is that when 
there is a discrepancy between expected and actual inputs, prediction errors can facilitate the process of implicit learning. We hy-
pothesize that words that deviate from predictions can prompt implicit learning, as evidenced by faster identification speed in 
perceptual identification tasks for previously unexpected words compared to expected words. In line with this hypothesis, the results of 
Experiment 1 demonstrate that previously unexpected words exhibit faster speeds in perceptual identification tasks, while previously 
expected words do not display this phenomenon. Surprisingly, we did not find a significant difference in identification speed between 
these two types of words. Our findings differ from those reported by Hodapp in 2021, whose study indicated that unexpected words 
were identified more quickly than expected words [18]. We believe this discrepancy may stem from the adjustments we made to the 
presentation of materials in the sentence reading task. In their research, sentences were presented to participants word-by-word, but in 
our study, we presented them in a sentence frame plus target word format. This presentation method could lead to a stronger 
anticipation of the upcoming final word by the participants, and through this enhanced prediction, strengthen the memory encoding of 
the critical words [19]. In Hoelte’s study, final words that were consistent with predictions had a higher recognition accuracy rate 
compared to those that were not. Since our research focuses more on the fate of predictive representations that were not actually seen, 
we adopted this sentence presentation method that can enhance prediction [19]. As a result, this may well have prevented a significant 
differencer between expected reaction times and unexpected reaction times. Additionally, the longer presentation time may reinforce 
the effects of word repetition, leading to the sustained activation of previously encountered words, as the repetition effect of 
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vocabulary can persist for an extended period [45]. The 10-min N-back task used in our study may not have adequately controlled for 
possible explicit memory effects.

On the other hand, we are also highly interested in the duration of this facilitation effect. According to previous studies on the N400 
repetition effect, this repetition priming effect can last for more than 120 sentences (approximately 45 min) or even longer [45]. Our 
research predicts that prediction errors can sustain a stimulatory effect on implicit memory over a considerable period, whereas correct 
predictions do not confer such a benefit. The results of Experiment 2 support our hypothesis, showing that previously unexpected 
words still demonstrated significantly reduced identification speed compared to new words even after a 24-h interval. By contrast, a 
similar effect was not observed for previously expected words. It is noteworthy that even though expected words were perceived 
slightly faster than new words at shorter intervals, this trend significantly dissipated over longer intervals. This may indicate that 
although word repetition can initially enhance identification speed to a certain extent, this facilitatory effect tends to diminish over 
time. In contrast, the stimulatory effect of prediction errors on implicit memory appears to endure longer. Moreover, we did not 
observe a significant difference in identification speed between expected words and unexpected words, suggesting that, even though 
they had different effects compared to new words, the differences between them were not substantial. One possible reason for this 
could be that lexical repetition has mitigated the distinction between the two cases. Alternatively, another possible factor contributing 
to these results could be the high frequency of the target words we used, which are commonly seen in everyday life. The representation 
probability of these words could be readjusted when participants encounter them again, even multiple times, between the two tasks, 
potentially affecting the facilitation effect we investigated in our experiment. Therefore, in future experiments, it would be beneficial 
to shorten the time interval between tasks to further explore the boundary conditions and implement more precise control over the 
experimental environment.

One alternative theoretical explanation for the facilitation of learning through prediction errors is that prediction errors capture 
more attention and result in more thorough encoding. In sentence reading tasks, the frequency of unexpected words may be too high, 
thereby diminishing the unexpectedness or novelty of prediction errors. Reggev et al. investigated word recognition memory in both 
semantically congruent and incongruent word contexts and conducted experiments by manipulating the proportion of incongruent 
word pairs [68]. The results revealed that when the proportion of incongruent word pairs decreased and the distinctiveness increased, 
word memory performance in the incongruent word context promoted. However, memory for congruent words was not affected by the 
manipulations of proportion. Therefore, the proportion of unpredicted sentences may impact the recognition of previously unexpected 
words over longer intervals, weakening their facilitatory effect. Taking into consideration the suggestion by Hoeltje, future research 
should consider controlling the ratio of expected and unexpected words to further investigate its influence on learning outcomes [19].

In Experiment 1, we did not observe any differences in error rates under different conditions. However, in Experiment 2, error rates 
for previously unexpected words and lure words were significantly reduced compared to new words and previously expected words 
also exhibited a lower error rate compared to new words. Based on our initial hypothesis, we anticipated that the error rates observed 
under various conditions would not be expected to diminish further with extended time intervals. One possible reason for the observed 
phenomenon is that in our experiment, the perceptual identification task was implemented as a word that becomes clearer with 
flickering. In Experiment 2, the sentence reading task had a longer interval between the perceptual identification task, which resulted 
in a reduction of the facilitation effect of the experimental conditions on vocabulary. Participants became more cautious when per-
forming the perceptual identification task and were more inclined to wait a little longer before making judgments when faced with 
blurry words. This ultimately led to an overall increase in response time (slower reaction), but a decrease in error rates (more accurate 
judgments during response). On the other hand, the observed improvements in error rates may be also attributed to the beneficial 
effects of sleep on memory consolidation, particularly for explicit memory, which relies on conscious processes. The 24-h interval 
between study and test sessions could have facilitated the consolidation of representations for unexpected and lure words, an effect 
that is not as evident in reaction times, which are more closely linked to implicit memory processes. This suggests that while error rates 
are a sensitive indicator of memory consolidation, reaction times may not be as responsive to the consolidation process, indicating that 
the latter might require a more extended period or different measures to manifest its full impact.

4.2. The long-term impact of expected but not presented words

A second important aim of the present study was to investigate the representation in memory of words that were predicted but 
never actually seen in a sentence reading task (i.e., lure words). Our results show that lure words show faster identification speed in a 
perceptual identification task, both at relatively short intervals and at intervals up to 24 h, suggesting that the increased accessibility of 
lure words can be sustained for more than one day.

Some researchers have explained this phenomenon as the pre-activation of words that are predicted but not presented. In one 
explanation for prediction errors, when we encounter a word different from what is predicted, the predicted word form is actively 
inhibited or suppressed [50]. This idea has been applied to other domains of sentence processing research. For instance, Gernsbacher 
and Faust proposed that once a possible meaning is selected for integration, irrelevant meanings of homophones are suppressed [69]. 
According to the strong version of the predictive suppression hypothesis, the processor actively suppresses the activation of highly 
probable words in all situations. The occurrence of a prediction leads the brain to inhibit input that is inconsistent with the prediction, 
thereby redirecting attention and resources toward prediction-consistent information [70]. According to this hypothesis, due to the 
suppression of predicted word activation, participants should not experience facilitation when encountering lure words in the implicit 
recognition task following the sentence reading task.

In contrast to the inhibition theory, some other theories suggest that the activation of predicted words may persist and thus could 
influence subsequent processing. Rich and Harris opposed the strong version of the inhibition hypothesis and further differentiated 
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between the active and passive versions of the sustained activation theory [71]. The active version posits that the increased activation 
of predicted words can be actively maintained in memory, while the passive version suggests that the increased activation of predicted 
words will gradually decay passively after the prediction is not confirmed. According to this hypothesis, participants should exhibit a 
significant facilitation effect when encountering lure words in tasks following the sentence reading task. They compared the reading 
times for words that previously matched predictions after those predictions were negated under different proximity conditions. The 
experiment included two conditions: a close condition without an additional adverb before the target word and a distant condition 
with an adverb (e.g., the italicized part in the sentence). The results showed that shorter reading times for previously predicted words 
were only observed in the close condition, indicating that the increased activation of predictive words can rapidly decay during 
sentence processing. This finding reveals that the persistence of activation may not stem from a continuously active maintenance, but 
rather resembles a natural, passive process of gradual decay. The experimental results indicate that when the expectation of predicted 
words is not fulfilled, their state of activation in memory does not last long, but diminishes rapidly as the process of sentence 
comprehension unfolds. This scenario is more inclined to support the passive decay model within the sustained activation theory. The 
results from Hoeltje stand in contrast to these findings [19]. They first had participants engage in a sentence reading task, followed by a 
recognition test for critical words the next day. The results showed that lure words had a higher false alarm rate compared to new 
words, indicating that the lingering activation of expected but unpresented words can influence memory decisions even after a 
retention interval as long as 24 h. This supports the active version of the sustained activation theory. However, it seems unlikely that 
the high activation of predicted but unpresented words could be actively maintained for several hours. They suggest that this phe-
nomenon might be due to the 1-s delay between the sentence context and the target word, which facilitated the prediction of the target 
word and the pre-updating of the sentence representation. If a pre-updated sentence representation is formed within the context of the 
sentence and the actual word presented does not match the expectation, this pre-updated representation may not be thoroughly 
revised, allowing the predicted but unpresented words to persist in memory without active maintenance. This persistence could 
explain why these words are still associated with high-frequency false memory decisions the day after the initial sentence processing 
[19,21].

Our experimental results provide another direction to answer the above question, suggesting that the long-term effects of predicted 
but unseen words on memory may not solely rely on sustained activation or active maintenance of relevant representations, but also 
involve persistent changes in the internal representation probability of the associated words. As mentioned earlier, according to N400- 
related research, larger N400 amplitudes are believed to reflect an implicit learning signal that leads to increased adaptation, which 
involves higher representation probability and thus better accessibility of the corresponding words in subsequent tasks [17,18]. 
Specifically, when comprehenders encounter an unexpected word, it induces a larger N400 amplitude. If the unexpectedness of the 
word is due to its lower internal frequency representation, the estimate will be updated (corrected) to decrease the comprehender’s 
surprise level when encountering the word again. This necessary updating process is thought to be based on the error reflected by the 
N400. This explains the results of the classic repetition paradigm, where after model adaptation, the prediction error (i.e., N400) 
decreases when the word is presented for the second time, as the model now has adjusted internal estimates [18]. Meanwhile, a study 
by Rommers et al. shows that the N400 amplitude for previously expected but unseen words also decreases, indicating a “pseudo-r-
epetition” effect [72]. This suggests that the internal representation probability of previously predicted but unseen words may change 
before they are actually encountered, resulting in a reduction in N400 amplitude when they are subsequently encountered. Of course, 
in the short term, we cannot completely rule out the influence of increased word pre-activation. Therefore, in terms of short-term 
effects, the performance improvement of lure words in related tasks may be attributed to the combined effect of the two mecha-
nisms. On one hand, because the predicted but unseen words remain in a state of increased pre-activation, this may lead to increased 
fluency in processing the expected lure in testing [19]. On the other hand, it may also be due to the rectification of the representation 
probability of predicted but unseen words. In terms of long-term effects, the effect of increased word pre-activation diminishes over 
time, but the correction of its internal representation probability remains intact.

4.3. Limitations of the study

Despite achieving certain results, there are still some limitations in the study that require further exploration and improvement. 
Firstly, this study failed to control the gradient of interval time, which prevented the investigation of the boundary conditions of how 
prediction errors facilitate the maintenance of implicit learning over time. Future research can consider exploring the effects of 
prediction errors on implicit learning by using a more appropriate time range or incorporating other distracting tasks. Secondly, we did 
not examine the violation of predictions under weak constraint conditions. Future research can further investigate the subsequent 
impacts of originally correct prediction representations under weaker constraint conditions by considering the degree of sentence 
constraints. Lastly, while prediction can be a source of learning, we only measured its effects on a specific aspect of memory. Thus, 
further research is needed to identify which linguistic features can be learned through prediction errors. Additionally, we should 
explore the relationship between error-driven learning and prediction errors in driving memory structures. Previous studies have 
suggested that the memory structures driven by prediction errors are unlikely to operate in isolation [73], but the specific mechanisms 
of this relationship are not yet clear.

5. Conclusion

Our results suggest that a mechanism for the persistence of words that are predicted but are not actually presented may be a long- 
term change in the probability of the internal representation. And the facilitation of implicit learning by prediction errors can persist 
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for more than 24 h. Incorrect predictions not only promote implicit learning of the observed words but also facilitate implicit learning 
of the predicted representations that were not actually observed.
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