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Abstract

In this paper, a general class of estimators is proposed for estimating the finite population
mean for sensitive variable, in the presence of measurement error and non-response in sim-
ple random sampling. Expressions for bias and mean square error up to first order of
approximation, are derived. Impact of measurement errors is examined using real data sets,
including the survey conducted at Quaid-i-Azam University, Islamabad. Simulated data sets
are also used to observe the performance of the proposed estimators in comparison to
some other estimators. We obtain the empirical bias and MSE values for the proposed and
the competing estimators.

1 Introduction

In survey sampling, if the variable of interest is sensitive in nature, the chance to get incorrect
information increases. The problem of measurement error is usually ignored during the sensi-
tive surveys and the assumption is made that the information obtained is free from error.
Another important factor in surveys is non-response, which may arise due to refusal by
respondents to give the information, or for not being at home. Usually measurement error and
non-response are studied separately. In reality, when the variable of interest is sensitive, the
respondents hesitate to provide the personal information, which gives rise to non-response.
Many researchers have studied the problem of non-response, including [1-9]. In survey sam-
pling, when the variable under study contains social stigma, the respondents are not comfort-
able to provide their personal information. Direct survey on sensitive questions increases the
response bias. [10] introduced the randomized response technique (RRT), which reduces the
possible response bias by insuring the privacy of the respondents. For estimation of mean of a
sensitive quantitative variable, the Randomized Response Model (RRM) was used by [10] and
[11]. Further work in this are done by [12-21], among others.

Many researchers have dealt with the problem of measurement error for estimating the
population mean. For more details, see [22-27], etc. Recently few researchers have studied the
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problem of measurement error and non-response together; for example [28-33] have dis-
cussed the problem of measurement error and non-response under stratified random
sampling.

In many cases, the researchers who have studied measurement error, have ignored the pres-
ence of non-response and randomized response particularly when using randomized response.
In this study, we have proposed a class of estimators for the population mean of a sensitive var-
iable in the presence of measurement error and non-response simultaneously, under simple
random sampling. The efficiency of the suggested class of estimators as compared to the exist-
ing estimators is shown using simulated and real data sets.

Let Q= {Q;, Q,, ..., Qn} be a finite population of size N. Suppose that a sample of size # is
drawn from Q by using simple random sampling without replacement. We assume that a pop-
ulation of size N consists of two mutually exclusive groups: N; (respondents) and N, (non-
respondents). After selecting the sample, we assume that #; units respond and 7, units do not

n

respond. We select a sub-sample of size k, (k =31.8> 1) from the n, non-responding units.

Let Y be the sensitive study variable, which is not observed directly and X be a non-sensitive
auxiliary variable which has positive correlation with Y. Let R, be ranks of the auxiliary vari-
able X. Let S be a scrambling variable which is independent of Y and X. We assume that S has
zero mean and variance S?. The respondent is asked to give a scrambled response for the study
variable Y, given by Z = Y + S, and is asked to provide a true response for X.

Let (2, ;,x;, ;) be the observed values and (Z;, Y/, X/, R; ) be the actual values corre-
sponding to the i"(i = 1, 2, .. .n) sampled unit with R being the corresponding ranks of X;.
Then the measurement errors are: Qf = z; — Z;, V] = x; — X and T} = r; — R} . Note that Y
is not observed directly, so we consider measurement error only on its scrambled version Z.
Let S}, S; and S be the population variances of the variable Z, X and R, respectively. Let S}, ,
Sk and S () be the population variances of the variable Z, X and R, respectively for the non-
responding units. Let S, S}, and S be the population variances associated with measurement
2 Sy and S3,
ances associated with measurement error in the variables Z, X and R, respectively for the non-
responding units. Let pzx, p; » Pxz, De the population coefficients of correlation for respon-

error in the variables Z, X and R, respectively. Let S, , be the population vari-

dents and pzx(2), pzr(2), pxr«(2) be the population coefficients of correlation for non-
responding units.

The layout of paper is as follows: In Section 2, some existing estimators of the finite popula-
tion mean are given. In Section 3, a generalized class of estimators is suggested for the finite
population mean by incorporating both measurement error and non-response information
simultaneously. Efficiency comparison is also presented. Numerical results and a simulation
study are presented in Section 4. Some concluding remarks are given in Section 5.

2 Some existing estimators in literature

In this section, we consider the following existing estimators.

2.1 Hansen and Hurwitz (1946) estimator

In simple random sampling, Hansen and Hurwitz (1946) estimator for population mean Y, is
given by

Jm =7 (1)
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> _ 1%\ > _1\k ;
Herez, = .- > i ziand z, = 1> 7 are the sample means based on 7, of responding
units and k of the n, non-responding units, respectively.
. p— . .
The variance of y;,,,, is given by

Var()’/L/H) =AY, (2)
where A = 0,(S% + ) + 0(S3,) + Sh,)), 0 = Bl p =), = (1-1).

2.2 Ratio estimator

The usual ratio estimator under simple random sampling, is given by

|

)71*1, = *Xa (3)

K

where X = 13~V x, is the known population mean and ¥* = X + 1 (5}, + J},) is the sample
mean (see Eq 22).
The bias and mean square error of y;, are given by

BU) 2 ZIRB ~C @
and
MSE(y;) = [A” + R*B" — 2R C"], (5)
where
R =£

BY = Ny(Si+ ) + 0(S + Shia)):
C* =My S, Sy + 00 2% S22)Sx2) -

2.3 Product estimator

The usual product estimator under simple random sampling, is given by

s
Vpr =%

| =

The bias and mean square error of y} , are given by

!

, C
B ¥ % — 7
(yPr) X ( )
and
MSE(y;,) = [A* + R?B" + 2R C”]. (8)

2.4 Bahl and Tuteja (1991) estimator

Bahl and Tuteja (1991) estimator under simple random sampling, is given by

I X —x
Vir = Z7exp : )

X + x*
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. p— .
The bias and mean square error of y},, are given by

.1 (3RB" '
B =5 (Mo -

X\ 8 2 ) (10)

and

R?B*

MSE(7;,) = {A*’ + - R’c*’} (11)

2.5 Singh and Kumar (2010) estimator

Singh and Kumar (2010) estimator under simple random sampling, is given by

N\ 2
Pyt ~k X
Yk =% (5) : (12)

. . .
The bias and mean square error of y,, are given by

! 1 ! ’ !
B(ys,) % (3R B —2C") (13)
and
MSE(y%,) = [A” +4R?B" — 4R'C"]. (14)

2.6 Difference estimator

The difference estimator under simple random sampling, is given by
i =+ (X =%, (1)

and d*’ is a constant.

=% __ NX—nx*
where X = =

—n

. . . —— .
The minimum variance of ¥}, is given by

Var()_}*D)min = |:A* - F:| . (]‘6)

. . . C*I _ n
The optimum value of dis d,,,,, = — =, where t = .

2.7 Azeem and Hanif (2017) estimator

Azeem and Hanif (2017) estimator under simple random sampling, is given by

ru==(%) (%) (17)

The bias and MSE of %, are given by

1

B(7iy) = < ['RB" — qC"] (18)

Sl
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and

MSE(7yy,)) = [A” + ¢°R*B" — 2qR'C"], (19)

where g = {2,

3 Proposed generalized class of estimators

We propose a generalized class of estimators for the population mean for a sensitive variable
considering the problem of measurement error and non-response simultaneously. Measure-
ment error and non-response are present on both the study variable and the auxiliary variable.
The proposed estimator is given by

yGP - mlz }—Cr* + mz<X - X ) J_CI* + mii(Rx - rx) J_C’*

exp(l — o) ()_(_—J_C,*),

X + X"

(20)

where, m;, m, and mj3 are constants whose values are to be determined, and a,(r =0, 1, 2, 3)

are the scalars, chosen arbitrarily. For obtaining the bias and mean square error, we assume
that

Oy, =202 = 2),0, =30, Q,

5= XX —X),6, = X, V)

Op, = 2 (R, =R, 03 =300, T

Adding 8} and J;,, we get 5, + 0y, = >.1 (Z' = Z)+ >, U;.
Dividing both sides by #, and then simplifying, we get

_ 1

ZF =Y +=(5F * 21
z + . (07 +05), (21)
P v 1 * *

=X (5 +7)) (22)

and
— B 1 * *
=R _+ - (8, +07)- (23)
Further

2
r3f2+r3* . . - o
E( ) (824 52+ 0(SL + Shy) = A7,

2
) =S} )+ 008} + ) = B

o o 2
> T) = hy(Sy, +87) +0(S3 o) + 7)) = D7,

5% +07 5t 0% W
E( Zﬂ Q) ( X” V) = hoPyxS,Sx + 9pzx(2)52(2)sx(2) =C,

5 16" 5 5% W
B() (B5) = 8,50, + 00 S Sun = B

5% 107, (5*X+5f o
E( * ‘) ( s l) = }\’ZIOXRXSXSRX + ()pXRX(Q)SXQ)SRX(Q) =F.
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On simplifying, we get

’ — , * 42! 2 W.W. W2

2 (24)
(W, et e M
m c't——— i p— s
S\ X R,
where
b* = a3,
d=o,+ 1;““,
e =o, +2, and
f* _ 0‘(2)’4:”+3 + “1(2*;0“‘1).
W, = 52:&5’ W, = 5;(:5; and W, = ‘511:‘5?
Simplifying further, and ignoring error terms of power greater than two, we have
! = = / ! W W
Vip—Z=(m, —1)Z +m, (Wz + e RtW, + f PR W2 + e*t%)
W2 W, W, w2 (25)
* * X Rx * Rx
—I—m2<tWX +d t2%> + m3<tWRX ot b tQE—x)
Using Eq (25), the bias of ¥;,,, to first order of approximation, is given by
O 5 fPRB"  etC’
B()’Gp) = [(ml - 1)Z +m, <X+ X
(26)

d*B* ctFY  b*D”
m\Tx )t TR )

Squaring both sides of Eq (25), and keeping the terms up to power two in errors, and then tak-
ing expectations, the mean square error of yg’P is given by

MSE(y5,) = [22 + m3(Z% + A" + e??R?B” + 4e'tR' C” + 2f*R*B") + m2t*B"
+2m,m,(tC* + *R'B'(e* + d*)) — 2m,(Z*> + e'tR' C*' + f*1*R*B")
—2m,d*’R' B” + m2t*D" + 2m,m,(c'tR F* + e't’R'F* + tE” + b*1*R,D")
+2m,m,t°F* — 2m,(c'tR F* + b*’R,D"')],

U
= Z
where R) = ;.

The above equation can be written as

MSE(ys,) = [Z2* + m*AY + m2B; + 2m,m,C, — 2m D;’

(27)
—2m,E, + m:F; + 2m,m,G! + 2m,m,H — 2m,I}],
where,
Al =7+ A" + e?R?B” + 4€'tR C* + 2f**R*B",
Bj =B,

C' =tC" + RB" (e + d*),
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D; = Z* + ¢'tRC”" + f*#*R*B",
E' = dRB",

F{ = D",
G = ctRF’ + e¢'?RF’' + tE+ b R, D",
H{ = *F",

I' = ¢tRF' + bR, D".
For finding the optimal values of m;, m, and m;, we differentiate Eq (27) with respect to
my, m, and m; respectively. The optimal values are given by

BI/DT/FT/ _ C’{/E’{/FI/ —"—ET/GI/HI/ _ DT/HI@ _ BY/GY/II/ + CY/HI/I;/

m =
1(opt) A,{/BI/FT/ _ C,I/QF,{/ + 2C,[r G,{/HT/ _ 14?/1_[1%/27
T A'E'F - C'DI'F —E'G*+D/G'H' + C'G'T' — A'H'I
Hopt) ™ AYB'F/ — C/?F/ + 2C/G/H; — AYH;” ’
and
m B CI’E’{’G’{, 7B1F,D1‘,G’{I +CI/D’{/HI/ 7A1‘,E’{/HI/ +AI/B){/I){/ _ CI/QII/
Slopt) ™ AYB'F/ — C2F/ + 2C/G/H; — A’ H;”

Substituting these optimum values in Eq (27), we get the minimum mean square error of y5,,,
as

, -, LY
MSE@*GP)min = |:Zz - L_L:| ) (28)
2

where

L' = AYE®F — 2C/D{E/F; — E{*G;* + 2D E G{H; — D;*H;” + 2CE/ G/ I +
2C/DIHI I — 24T E/H'T — C"°1,"* + B/ D,"*F/' — 2B/ D' G]I'' + B/ A1

and

L) = AYB/F/ — C°F/ +2C/G'H; — A/H;> — B/G".

3.1 Specific members of generalized proposed class of estimators y,, for
different choices of (o, o, o, a3, m,, m,, ms)

We consider the following members of the class of estimators ¥, by choosing different values
of o, ay, ay, a3, my, m, and ms.

1. For a; = my =m3 =0 and o = m; = 1 in Eq 20, the generalized proposed class of estima-
tors %, reduces to usual mean estimator:

o

Yo =2

2.For ap = oy = m; = 1 and m, = m3 = 0 in Eq 20, the generalized proposed class of estima-
tors y,, reduces to usual ratio estimator:
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3.For ap=m; =1, a; = -1 and m, = m3 = 0 in Eq 20, the generalized proposed class of esti-
mators y5,, reduces to usual product estimator:

4. For ap = a; = my = m3 =0 and m; = 1 in Eq 20, the generalized proposed class of estima-
tors y, reduces to the estimator in Eq 9:

I X —x
yBT =z exp )_( .

+ x*

5.Forap=0a,=a,=1,m;=0,m; = myand m, = ms in Eq 20, the generalized proposed

class of estimators ¥, reduces to the following estimator.

_y . X = . )_{
Yos =Mz | =2 +m;(X —X7) )

6. For ag =m, =m; =0, a; =2 and m; = 1 in Eq 20, the generalized proposed class of esti-

mators ¥, reduces to the estimator in Eq 12:

X 2
(L),

7.For ap = oy = o, = 0, m3 = 0, m; = mg and m, = m; in Eq 20, the generalized proposed

class of estimators %, reduces to the following estimator:

— —y = —; X - )_C*/
Yex = M2 + my (X — x7 )exp Xix)

8.For oy =a, =m; =0, qy=m; =1and m, = d in Eq 20, the generalized proposed class of
estimators %, reduces to difference estimator:
7y =z +dX -3,

9. For ap = oy = o, = @, my = mg, m, = mg and mj3 = 0 in Eq 20, the generalized proposed
estimator 7, reduces to another form of proposed estimator.

7 = Hm (X x*’)} EVepu-a(32)]. (29)

3.2 Efficiency comparison

The efficiency comparison of ¥5,,,, ¥ , ¥, Vir, Vi, ¥ and %, with respect to y%, are given by:
Condition (1)
From Eqs (2) and (28),
MSEG ), < Var(yiy,) if

7 — H —AY <0
LZ

Condition (2)

From Egs (5) and (28),
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MSE@*G/P)min < MSE@;/) lf

Z? - H —[A" +R*B' —2RC”] <0
2

Condition (3)
From Eqs (8) and (28),
MSE(¥ip) im < MSE(¥3,) if

7 — H —[AY +R*B" +2R'C"] <0
2

Condition (4)

From Eqgs (11) and (28),

MSE(3p) in < MSE(75,) if

min

2 [4] - [ar 4 R <o
2
Condition (5)
From Eqs (14) and (28),
4

VAR H —[AY +4R?*B" —4RC"] < 0

7
o
L2

Condition (6)

From Eqs (16) and (28),
MSE(yéP)min < Var(j’z*)l)mm lf
= L’l‘l o 2

2 [f] g <o
Condition (7)

From Eqs (19) and (28),
MSE(Fip) i < MSE(y%,) if

min

o

72 L ! 2n'2 px' !
VARS {i} —[A" +¢’R?B" —29qRC"] <0

The proposed class of estimators y, is more efficient than the competing estimators when
Conditions (1) to (7) are satisfied. Table 1 shows that all the conditions are satisfied.

4 Numerical results

In this section three populations are generated for simulation study and three real data sets are
used. The results are given in Tables 2-7 (simulated data) and Tables 9-14 (real data).

4.1 Simulation study

We have generated three populations from a normal distribution by using R language pro-
gram. In Tables 2-7, we can see that the MSE for the generalized proposed estimator is mini-
mum, both with and without measurement error. The value for the bias (in brackets) of the
estimators are also given in Tables 2-7.

Population I.

X=N(5,10), Y=X+N(0,1), y=Y + N(1, 3), x= X + N(1, 3), N= 5000, Y = 4.927167,
X = 4.924306, R, = 2500.5, S} = 102.0075, S; = 101.4117, S; = 2083750, S;, = 8.862114,
Sy = 9.001304, 3. = 0.250076, pyx = 0.995059, py, = 0.008771, py, = 0.005563.
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Table 1. Conditional values for the efficiency comparison for population(I-VI).

Conditions Populations
I II 111 v A\ VI

With ME 1 -0.107129 -0.107769 -0.023380 —-0.005017 —-0.425301 —-0.418561
2 —-0.002396 -0.001124 -0.003177 —-0.000151 -2.686431 —4.785247
3 —-0.460724 —-0.475521 —-0.130722 —-0.022673 -3.212175 —4.832798
4 —-0.023655 —-0.021808 —-0.002386 —-0.000986 —-0.924866 —-1.504289

5 —0.146525 —-0.155586 -0.070112 —-0.008074 —-9.995565 —17.93285
6 —-0.001617 -0.000029 —-0.000044 —0.000060 —-0.418457 —-0.418529

7 —-0.027958 —-0.029178 —-0.018401 -0.001537 —6.123849 —11.00540
Without ME 1 —-0.115168 —-0.115461 —-0.028897 —-0.005075 -0.417171 —-0.368190
2 —-0.000010 —-0.000022 —-0.000310 —0.000089 -1.770229 —2.652350
3 —-0.458333 —-0.462384 —-0.127856 —-0.022610 —2.295974 —3.358644
4 —-0.029086 —-0.028805 —-0.005807 —-0.001014 —-0.689718 —-0.850944
5 —-0.112845 —-0.116059 —-0.042094 —-0.007650 —6.355147 -10.211124

6 —-0.000006 —-0.000021 0.000000 —-0.000023 —-0.406481 -0.356371

7 -0.016107 —-0.016930 —-0.007930 —-0.001371 —-3.918410 —6.200481

https:/doi.org/10.1371/journal.pone.0261561.t001
Population II.

X=N(510), Y=X+N(0,1),y=Y+ N(2,3),x=X+ N(2,3), N=5000, Y = 4.730993,
X =4.741928, R = 2500.5, S = 101.2633, $2 = 100.2288, Sz, = 2083750, S, = 9.1025,
Sy = 9.052019, S = 0.25487, pyx = 0.995187, p, = —0.018591, p,,, = —0.019483.

Population III.

X=N(5,10), Y= X +N(0, 1),y = Y+ N(1, 2.5), x = X + N(1, 2.5), N = 5000, ¥ = 2.14160,
X = 1.943369, R, = 2500.5, S2 = 25.38513, §% = 24.50418, Sz, = 2083750, S}, = 6.040431,
Sy = 6.224441, S} = 0.25487, pzx = 0.9749021, p,, = 0.003505, py, = 0.029275.

Tables 2-7 show that the generalized class of proposed estimators ¥, performs better than
all other estimators for both with and without measurement errors. The values of the absolute

Table 2. Mean squared error and |Bias| (in brackets) values for different estimators for Population I with measurement error.

Estimators 10% non-response 20% non-response
4 4
2 4 8 2 4 8

T 0.128362 0.157619 0.216131 0.145653 0.202286 0.315553
Ve 0.023629 (0.001954) | 0.028780 (0.002331) | 0.039080 (0.003085) | 0.026448 (0.002423) | 0.036952 (0.003412) | 0.057959 (0.005389)
P 0.481957 (0.022740) | 0.591127 (0.027902) | 0.809466 (0.038224) | 0.552584 (0.025858) | 0.767722(0.035916) | 1.197998 (0.056031)
o 0.044888 (0.054066) | 0.055115 (0.066978) | 0.075570 (0.092803) | 0.050085 (0.059786) | 0.069606 (0.082597) | 0.108649 (0.128217)
Vo 0.167758 (0.028605) | 0.204610 (0.034896) | 0.278313 (0.047480) | 0.194969 (0.033130) | 0.271718 (0.046153) | 0.425215 (0.072200)

n 0.022850 0.027874 (0.037919 0.025392 0.035446 0.055553
5o 0.049191 (0.030508) | 0.059838 (0.037434) | 0.081131 (0.051287) | 0.056720 (0.034683) | 0.079209 (0.048171) | 0.124187 (0.075148)
«=0,y) 0.022828 (0.004530) | 0.027841 (0.005525) | 0.037860 (0.007514) | 0.025365 (0.004986) | 0.035395 (0.006958) | 0.055428 (0.010896)
a=1,y 0.022829 (0.004530) | 0.027843 (0.005526) | 0.037863 (0.007514) | 0.025367 (0.004987) | 0.035397 (0.006958) | 0.055434 (0.010898)
a=—1,7% 0.022830 (0.004531) | 0.027844 (0.005527) | 0.037864 (0.007515) | 0.025368 (0.004988) | 0.035398 (0.006959) | 0.055435 (0.010899)
a,=1,r=0,1,2,3y5, | 0.021233(0.008037) | 0.027317 (0.011036) | 0.037453 (0.015455) | 0.023755(0.009102) | 0.034801 (0.0141924) | 0.054783 (0.022759)
ay=0,01,3= 1)7*6’P 0.021305 (0.004318) | 0.027434 (0.006204) | 0.037673 (0.008838) | 0.023845 (0.004930) | 0.034992 (0.008020) | 0.055255 (0.013061)

https://doi.org/10.1371/journal.pone.0261561.t002
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Table 3. Mean squared error and |Bias| (in brackets) values for different estimators for Population I without measurement error.

a,=1,r=0,1,2,3 5,

GP

0.002345 (0.001451)

0.002846 (0.001771

0.003846 (0.002411)

0.002597 (0.001616)

0.003595 (0.002244)

0.005587 (0.003499)

Estimators 10% non-response 20% non-response
-4 -4
2 4 8 2 4 8
T 0.117513 0.144220 0.197633 0.133610 0.185307 0.288702
Vi 0.002355 (0.000115) | 0.002859 (0.000154) | 0.003862 (0.000233) | 0.002612 (0.000103) | 0.003609 (0.000194) | 0.005618 (0.000377)
28 0.460678 (0.022740) | 0.565200 (0.027902) | 0.774244 (0.038224) | 0.528737 (0.025858) | 0.734374 (0.035916) | 1.145649 (0.056031)
o 0.031431 (0.073960) | 0.038584 (0.090874) | 0.052891 (0.124703) | 0.035091 (0.082179) | 0.048535(0.113649) | 0.075424 (0.176587)
Vo 0.115190 (0.022395) | 0.141100 (0.027437) | 0.192919 (0.037522) | 0.135710 (0.026168) | 0.189265 (0.036499) | 0.296374 (0.057162)
Vo 0.002351 0.002855 0.003856 0.002606 0.003605 0.005599
Py 0.018452 (0.030583) | 0.022548 (0.037524) | 0.030740 (0.051407) | 0.022166 (0.034767) | 0.031015 (0.048288) | 0.048711 (0.075329)
o =0,y 0.002348 (0.000465) | 0.002849 (0.000565) | 0.003851 (0.000764) | 0.002601 (0.000511) | 0.003600 (0.000707) | 0.005595 (0.001100)
=1,y 0.002349 (0.000465) | 0.002850 (0.000565) | 0.003852 (0.000764) | 0.002602 (0.000512) | 0.003601 (0.000707) | 0.005596 (0.001100)
o =1,y 0.002350 (0.000465) | 0.002851 (0.000565) | 0.003853 (0.000764) | 0.002603 (0.000513)
)
)

_
% =0,0153=1Yg,

0.002347 (0.001409)

0.002848 (0.001720

0.003850 (0.002341)

(
(
(
(

0.002599 (0.001580)

(
(
0.003602 (0.000707)
(
(

0.003598 (0.002195)

(
(
0.005596 (0.001100)
(
(

0.005591 (0.003423)

https://doi.org/10.1371/journal.pone.0261561.t003

biases are given in brackets. Table 2 shows that generalized proposed estimator performs better
than other estimators. The MSE for the generalized proposed estimator, when @, = 1,7 =0, 1,
2, 315 0.021233 for 10% non-response rate. When the non-response rate increases to 20%, the

MSE for generalized proposed estimator increases to 0.023755. It is also observed that y; is

less biased and ¥, is most biased among all estimators. Table 3 shows the same pattern of

results.

Table 4 shows that generalized proposed estimators performs better than other estimators.
The MSE for the generalized proposed estimator, when o, = 1,7=0, 1, 2, 3 is 0.021796 for 10%
non-response rate. When the non-response rate becomes 20%, the MSE for generalized pro-

posed estimator increases to 0.024110. It is also observed that % is less biased and ¥, is most
biased among all estimators. Table 5 shows the same pattern of results.

Table 4. Mean squared error and |Bias| (in brackets) values for different estimators for Population II with measurement error.

Estimators 10% non-response 20% non-response
b4 4
2 4 8 2 4 8
Vo 0.129565 0.157215 0.212515 0.140944 0.196138 0.306526
524 0.022920 (0.002412) | 0.027877 (0.003071) | 0.037791 (0.004391) | 0.024956 (0.002102) | 0.033062 (0.002779) | 0.049274 (0.004131)
j7e 0.497317 (0.023931) | 0.606125 (0.029170) | 0.823741 (0.039647) | 0.531056 (0.025251) | 0.741067 (0.035325) | 1.161088 (0.055473)
Vo 0.043604 (0.049617) | 0.052599 (0.059304) | 0.070590 (0.07867) | 0.048685 (0.060175) | 0.066868 (0.085733) | 0.103236 (0.136849)
Vo 0.177382 (0.0311678) | 0.218111 (0.038386) | 0.299570 (0.052822) | 0.183091 (0.031560) | 0.251838 (0.043662) | 0.389331 (0.067867)
7 0.021825 0.026426 0.035621 0.024146 0.032046 0.047839
P 0.050974 (0.032092) | 0.062665 (0.039112) | 0.086047 (0.053154) | 0.052875 (0.033878) | 0.071379 (0.047400) | 0.108388 (0.074443)
a=0,yn 0.021805 (0.004399) | 0.026396 (0.005322) | 0.035566 (0.007176) | 0.024121 (0.004813) | 0.032003 (0.006381) | 0.047742 (0.009528)
=1,y 0.021806 (0.004400) | 0.026397 (0.005326) | 0.035568 (0.007177) | 0.024122 (0.004814) | 0.032005 (0.006385) | 0.047747 (0.009529)
a=—155 0.021807 (0.004401) | 0.026398 (0.005327) | 0.035569 (0.007178) | 0.024123 (0.004815) | 0.032006 (0.006387) | 0.047748 (0.009529
o,=1,r=0,1,2, 3}73;, 0.021796 (0.005713) | 0.026384 (0.006931) | 0.035544 (0.009363) | 0.024110 (0.006008) | 0.031983 (0.008057)
) (

.
o =0,a123=1Yyg

0.021801 (0.005609)

0.026391 (0.006804)

0.035562 (0.009191

0.024119 (0.005904)

0.032000 (0.007918)

)
0.047698 (0.012147)
0.047732 (0.011939)

https://doi.org/10.1371/journal.pone.0261561.1004
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Table 5. Mean squared error and |Bias| (in brackets) values for different estimators for Population II without measurement error.

a,=1,r=0,1,2,3 5,

GP

0.002187 (0.001783)

0.002465 (0.001499

0.003021 (0.000932)

0.006039 (0.002194)

0.014029 (0.005955)

0.029775 (0.013420)

Estimators 10% non-response 20% non-response
-4 -4
2 4 8 2 4 8
T 0.117648 0.143868 0.196307 0.131505 0.186699 0.297087
Vi 0.002209 (0.000030) | 0.002484 (0.000036) | 0.003040 (0.000048) | 0.006076 (0.000218) | 0.014182 (0.000895) | 0.030394 (0.002247)
28 0.464571 (0.023683) | 0.568731 (0.029004) | 0.777050 (0.039646) | 0.512176 (0.025251) | 0.722187 (0.035325) | 1.142209 (0.055473)
o 0.030992 (0.070114) | 0.037741 (0.085876) | 0.051239 (0.117399) | 0.036885 (0.078131) | 0.055069 (0.103689) | 0.091436 (0.154804)
Vo 0.118246 (0.023775) | 0.144581 (0.029114) | 0.197250 (0.039791) | 0.135890 (0.025908) | 0.204637 (0.038010) | 0.342130 (0.062215)
Vo 0.002208 0.002484 0.003040 0.006067 0.014071 0.029955
Py 0.019117 (0.031845) | 0.023190 (0.039000) | 0.031336 (0.053310) | 0.025432 (0.033947) | 0.043937 (0.047468) | 0.080946 (0.074512)
o =0,y 0.002205 (0.000451) | 0.002482 (0.000508) | 0.003038 (0.000620) | 0.006065 (0.001209) | 0.014062 (0.002806) | 0.029916 (0.005969)
=1,y 0.002206 (0.000452) | 0.002483 (0.000509) | 0.003039 (0.000621) | 0.006066 (0.001210) | 0.014063 (0.002807) | 0.029917 (0.005971)
o =1,y 0.002207 (0.000453) | 0.002484 (0.000509) | 0.003040 (0.000622) | 0.006067 (0.001211)
)
)

_
% =0,0153=1Yg,

0.002205 (0.001050)

0.002482 (0.001210

0.003036 (0.001530)

(
(
(
(

0.006057 (0.004432)

(

(
0.014064 (0.002808)
(

(

0.014054 (0.006861)

(
(
0.029920 (0.005972)
(
(

0.029908 (0.011721)

https://doi.org/10.1371/journal.pone.0261561.t005

Table 6 also shows that the generalized proposed estimator performs better than other esti-
mators. The MSE for the generalized proposed estimator, when o, = 1,7 =0, 1, 2, 3 is 0.014048
for 10% non-response rate. When the non-response rate becomes 20%, the MSE for general-

ized proposed estimator increases to 0.015831. It is also observed that ¥ is less biased and %,
is most biased among all estimators. Table 7 shows the same pattern of results.

Through the simulation study;, it is concluded that the generalized proposed class of estima-
tors perform better as compared to the other existing estimators. For 10% non-response rate
the MSE is minimum.

Table 6. Mean squared error and |Bias| (in brackets) values for different estimators for Population III with measurement error.

Estimators 10% non-response 20% non-response
4 4
2 4 8 2 4 8

Vi 0.037428 0.045788 0.062507 0.042313 0.059461 0.093758
yy 0.017225 (0.005455) | 0.021164 (0.006618) | 0.029043 (0.008944) | 0.018321 (0.005055) | 0.025872 (0.006964) | 0.040975 (0.010781)
j2e 0.144770 (0.014889) | 0.176353 (0.018115) | 0.239517 (0.024569) | 0.156049 (0.016675) | 0.217752(0.023231) | 0.341157 (0.036344)
i 0.016434 (0.000758) | 0.020233 (0.000893) | 0.027832(0.001162) | 0.019099 (0.000774) | 0.0270795 (0.001201) | 0.043039 (0.002054)
Vo 0.084160 (0.031254) | 0.102482 (0.037970) | 0.139126 (0.051401) | 0.084072 (0.031843) | 0.116984 (0.044125) | 0.182809 (0.068689)

7 0.014092 0.017372 0.023931 0.015892 0.022555 0.035882
7 0.032449 (0.019822) | 0.039650 (0.024119) | 0.054053 (0.032713) | 0.032787 (0.022239) | 0.045877 (0.030986) | 0.072059 (0.048480)
a=0,y} 0.014047 (0.006559) | 0.017304 (0.008080) | 0.023804 (0.011115) | 0.015831 (0.007667) | 0.022434 (0.010864) | 0.035575 (0.017229)
a=1,yn 0.014048 (0.006560) | 0.017305 (0.008081) | 0.023806 (0.011116) | 0.015832 (0.007668) | 0.022436 (0.010866) | 0.035581 (0.017232)
a=—155 0.014049 (0.006560) | 0.017306 (0.008081) | 0.023807 (0.011117) | 0.015833 (0.007669) | 0.022437 (0.010868) | 0.035582 (0.017234)
a,=1,r=0,1,2,3y5, | 0.014048(0.006550) | 0.017306 (0.008079) | 0.023807 (0.011112) | 0.015831 (0.007667) | 0.022436 (0.010866) | 0.035582 (0.017224)
ay=0,a,53=175, 0.014052 (0.006561) | 0.017311 (0.008083) | 0.023817 (0.011121) | 0.015836 (0.007669) | 0.022445 (0.010870) | 0.035603 (0.017242)

https://doi.org/10.1371/journal.pone.0261561.t006
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Table 7. Mean squared error and |Bias| (in brackets) values for different estimators for Population III without measurement error.

Estimators

v
Y hn
_J
Yr
,
¥
Yor
v
Yer
v
Vs
_
Vb
.
Yan
v
oa= 07}’;1
_
o=1,yp

x= _1=)7;,1

a,=1,r=0,1,2,35

_
ay=0,a,,3=1yg,

2

0.030001
0.001414 (0.001540
0.128960 (0.014889
0.006911 (0.005275
0.043198 (0.019510

0.001104
0.009034 (0.019964
0.001104 (0.000515
0.001104 (0.000515
0.001104 (0.000515
0.001104 (0.000515
0.001104 (0.000515

)
)
)
)

= ==

- |2

https://doi.org/10.1371/journal.pone.0261561.t007

10% non-response

-4
4

0.036695
0.001695 (0.001772
0.156884 (0.018115
0.008547 (0.006575
0.051882 (0.023434

0.001356
0.010769 (0.024295)
0.001356 (0.000633)
0.001356 (0.000633)

)
)
)
)

8
0.050080
0.002257 (0.002237)
0.212731 (0.024569)
0.011818 (0.009175)
0.069251 (0.031282)
0.001857
0.014240 (0.032956)
0.001856 (0.000866)
0.001856 (0.000867)

2
0.034053
0.001341 (0.000832)
0.139070 (0.016675)
0.008659 (0.007284)
0.040932 (0.019174)
0.001259
0.009898 (0.022392)
0.001259 (0.000609)
0.001259 (0.000609)

20% non-response

4
4

0.047871
0.001856 (0.000946)
0.193736 (0.023231)
0.012382 (0.010476)
0.055692 (0.026072)

0.001780
0.010891 (0.031204)
0.001779 (0.000861)
0.001779 (0.000861)

8
0.075506
0.002887 (0.001175
0.303069 (0.036344
0.019828 (0.016862
0.085212 (0.039870
0.002811
0.015979 (0.048828
0.002809 (0.001360
0.002809 (0.001360

)
)
)
)

0.001356 (0.000633)
0.001356 (0.000633)
0.001356 (0.000633)

0.001856 (0.000867)
0.001856 (0.000867)
0.001857 (0.000867)

0.001259 (0.000609)
0.000795 (0.000385)
0.000795 (0.000385)

0.001779 (0.000861)
0.001712 (0.000829)
0.001712 (0.000829)

0.002809 (0.001360
0.002788 (0.001350
0.002789 (0.001350

N2l N2l Nl N N N

4.2 Application to real data set

In this section we have considered three data sets for numerical comparisons and results are
given below. Population IV consists of 654 observations. The data summary is given below
(see Tables 8).

Population IV [Source: [34]]

In Population IV, Forced expiratory volume is taken as the study variable, Age as the auxil-
iary variables and Smoke (No = 0, Yes = 1) is taken as scrambling response. The correlation
coefficients are: px = 0.7564, py, = 0.7831 and p,, = 0.6161.

4.2.1 Data collection. To see the practical implication of measurement error, we con-
ducted a study based on real data set at Quaid-i-Azam University, Islamabad during 2018. We
distributed 55 questionnaires to the students of BS Statistics (5th Semester Fall, 2018) and M.
Phil Statistics (1st and 2nd Semesters, Fall 2018). We consider our population of those students
who gave the false response, which comes out to be 23. As we already have the true response
from their academic record, which is available in the department of statistics. In question (i)
we asked about Y = Age and X = Marks (in percentage) of Intermediate or Matric. In question
(ii) S = Social media effects the academic result is asked, where Y is the study variable, X is the
auxiliary variable and S is the scrambling response variable. We have 23 students (N = 23),
including 8 male students and 15 female students who gave the false response.

Population V. [Source: Section 4.2]

The explanation of the data set is given in the introduction Section 4.2.

Y: Age of BS 5" and Mphil Students of Statistics department, X: Marks in O level or Matric,
S: Social media effects on the academic result

Table 8. Data summary.

Variable Mean St.Dev Min Med Max
Forced expiratory volume (Y) 2.63 0.86 0.79 2.54 5.79
Age (X) 9.93 2.95 3.00 10.00 19.00
Smoke (S) 0,1 0.10 0.30 0.00 0.00 1.00
https://doi.org/10.1371/journal.pone.0261561.t008
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Table 9. Mean squared error and |Bias| (in brackets) values for different estimators for Population IV with measurement error.

a,=1,r=0,1,2,37,,

0.011258 (0.007126)

0.014043 (0.008784

0.019600 (0.012122

0.012462 (0.007823)

0.017647 (0.010935)

0.027979 (0.017254)

Estimators 10% non-response 20% non-response
-4 -4
2 4 8 2 4 8
Vi 0.016275 0.020274 0.028272 0.018071 0.025662 0.040844
Vi 0.011409 (0.000279) | 0.014217 (0.000310) | 0.019833 (0.000374) | 0.012629 (0.000304) | 0.017876 (0.000385) | 0.028370 (0.000549)
e 0.033931 (0.002057) | 0.041849 (0.002524) | 0.057686 (0.003458) | 0.037729 (0.002293) | 0.053244 (0.003231) | 0.084273 (0.005107)
o 0.012244 (0.015038) | 0.015306 (0.019626) | 0.021431 (0.028803) | 0.013573 (0.017018) | 0.019295 (0.025567) | 0.030737 (0.042664)
Vo 0.019332 (0.002895) | 0.023677 (0.003457) | 0.032367 (0.004580) | 0.021402 (0.003206) | 0.029886 (0.004389) | 0.046853 (0.006754)
j 0.011318 0.014124 0.019733 0.012531 0.017763 0.028224
Vo 0.012795 (0.002724) | 0.015843 (0.003343) | 0.021939 (0.004582) | 0.014156 (0.003036) | 0.019928 (0.004280) | 0.031472 (0.006767)
a=0,y 0.011301 (0.004130) | 0.014097 (0.005152) | 0.019681 (0.007193) | 0.012510 (0.004572) | 0.017721 (0.006476) | 0.028118 (0.010276)
a=1,75 0.011301 (0.004130) | 0.014097 (0.005152) | 0.019681 (0.007193) | 0.012510 (0.004572) | 0.017721 (0.006476) | 0.028118 (0.010276)
a=-1y5 0.011301 (0.004130) | 0.014097 (0.005152) | 0.019681 (0.007193)
) )
)

.
A =0,0153=17¢

0.011116 (0.001680)

0.013968 (0.000117

0.019619 (0.002986)

(
(
0.012510 (0.004572)
(
(

0.012349 (0.000978)

(
(
0.017721 (0.006476)
(
(

0.017637 (0.001945)

(
(
0.028118 (0.010276)
(
(

0.028102 (0.007744)

https:/doi.org/10.1371/journal.pone.0261561.t009

N=23,Z =23.78261, X = 68.7391, R_ = 12, S2 = 3.996047, S = 73.65613,

Pxx, = 0.1429042.
Population VI. [Source: Section 4.2]
The explanation of the data set is given in the introduction Section 4.2.
Y: Age of BS 5" and Mphil Students of Statistics department, X: Marks in A level or Inter-

mediate, S: Social media effects on the academic result, Z=Y + S
N=23,Z =23.78261, X = 60.3913,R_ = 12, S2 = 3.996047, S% = 93.33992,

S = 0.723320, S}, = 41.25692, ;. = 0.2418484, p,x = 0.046204, Pr, =

0.697343,

a,=1,r=0,1,2,35,

0.003042 (0.003096)

0.003792 (0.003724)

0.005288 (0.005012)

0.003448 (0.003358)

0.005007 (0.004584

0.008113 (0.007165

SQQ =0.723320, S;, = 41.25692, §%. = 0.2418484, px = 0.117576, P, = —0.697343,
Pz, = 0.026360.
Table 10. Mean squared error and |Bias| (in brackets) values for different estimators for Population IV without measurement error.
Estimators 10% non-response 20% non-response
4 4
2 4 8 2 4 8
}‘/;;H 0.008117 0.010097 0.014058 0.009128 0.013128 0.021130
’}*{' 0.003131 (0.000235) | 0.003882 (0.000253) | 0.005386 (0.000289) | 0.003540 (0.000251) 0.005111 (0.0003014) | 0.008253 (0.000401)
y;/r 0.025652 (0.002057) | 0.031514 (0.002524) | 0.043239 (0.003458) | 0.028640 (0.002293) 0.040479 (0.003231) | 0.064156 (0.005107)
}’;I*;T 0.004056 (0.016667) | 0.005090 (0.021759) | 0.007158 (0.031942) | 0.004593 (0.018977) 0.006703 (0.028689) | 0.010923 (0.048112)
}7;( 0.010692 (0.002763) | 0.012869 (0.003284) | 0.017223 (0.004326) | 0.011879 (0.003047) 0.016428 (0.004135) | 0.025527 (0.006313)
)71*)/ 0.003065 0.003819 0.005325 0.003472 0.005041 0.008173
}‘/XH 0.004413 (0.002725) | 0.005373 (0.003345) | 0.007294 (0.004585) | 0.004944 (0.003038) 0.006967 (0.004282) 0.011012 (0.006772)
o= ()J;;’l 0.003063 (0.001119) | 0.003817 (0.001395) | 0.005321 (0.001944) | 0.003471 (0.001268) 0.005037 (0.001841) 0.008164 (0.002983)
o= 1,}7;'1 0.003063 (0.001119) | 0.003817 (0.001395) | 0.005321 (0.001944) | 0.0034713 (0.001268) | 0.005038 (0.001841) | 0.008164 (0.002983)
a= .17}7;'1 0.003063 (0.001119) | 0.003817 (0.001395) | 0.005321 (0.001944) | 0.003471 (0.001268) 0.005038 (0.001841) | 0.008164 (0.002983)
) )
) )

.
A =0,01535=1)5

0.002826 (0.005569)

0.003635 (0.004951)

0.005210 (0.003709)

0.003253 (0.005279)

0.004896 (0.004094

0.008105 (0.001689

https:/doi.org/10.1371/journal.pone.0261561.t010
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Table 11. Mean squared error and |Bias| (in brackets) values for different estimators for Population V with measurement error.

Estimators 10% non-response 20% non-response
-4 -4
2 4 8 2 4 8

Vin 0.867676 1.125663 1.64163 0.951954 1.378496 2.231579
Vi 3.128806 (0.100601) | 4.254646 (0.134444) | 6.296395 (0.197716) 3.758138 (0.118395) | 5.478096 (0.173855) | 8.918013 (0.284775)
Vo 3.654550 (0.005526) | 4.528472(0.002878) | 6.486247 (0.001995) 3.796421 (0.000402) | 5.618631 (0.001477) | 9.263050 (0.003626)
o 1.367241 (174.9916) | 1.873681 (236.5221) | 2.781594 (349.1559) 1.648715 (209.5474) | 2.385829 (307.1819) | 3.860058 (502.4508)
Vo 10.43794 (0.307330) | 13.91542 (0.406211) | 20.45053 (0.595146) 12.21497 (0.355589) | 17.91743 (0.523043) | 29.32235 (0.857952)

o 0.860832 1.124228 1.641161 0.951922 1.378200 2.230495
Py 6.566224 (0.000407) | 8.815350 (0.006118) | 12.987039 (0.012305) | 7.758768 (0.0085405) | 11.35924 (0.011230) | 18.56018 (0.016611)
a=0,y 0.859449 (0.036137) | 1.121871 (0.047171) | 1.636144 (0.068795) 0.950229 (0.039954) | 1.374651 (0.057800) | 2.221205 (0.093396)
=1,y 0.859523 (0.036140) | 1.121997 (0.047177) | 1.636410 (0.068807) 0.950322 (0.039958) | 1.374848 (0.057808) | 2.221725 (0.093418)
a=-1,y4 0.859524 (0.036140) | 1.121998 (0.047177) | 1.636413 (0.068807) 0.950322 (0.039958) | 1.374850 (0.057809) | 2.221733 (0.093418)
a,=1,r=0,1,2,3y;, | 0.442375(0.168156) | 0.578775(0.220813) | 0.811570 (0.310102) 0.499340 (0.190152) | 0.698665 (0.265850) | 1.040157 (0.395165)
ay=0,0,,3=175, 0.788354 (0.031030) | 0.985573 (0.038702) | 1.343016 (0.052493) 0.866074 (0.034045) | 1.173966 (0.045867) | 1.742806 (0.067544)

https://doi.org/10.1371/journal.pone.0261561.t011

Tables 9-14 show that the generalized class of proposed estimators y:,, performs better than

all other existing estimators both with and without measurement errors. The values of the
absolute biases are given in brackets in Tables 9-14.
Table 9 shows that the generalized proposed estimator performs better than other estima-
tors. The MSE for the generalized proposed estimator, when o, = 1,7 =0, 1, 2, 3 is 0.011258 for
10% non-response rate. When the non-response rate increases to 20%, the MSE for general-

ized proposed estimator increases to 0.012462. It is also observed that ¥ is less biased and ¥,

is most biased among all considered estimators. Table 10 shows the same pattern of results.
Table 11 shows that the generalized proposed estimator performs better than other estima-

tors. The MSE for the generalized proposed estimator, when o, = 1,7 =0, 1, 2, 3 is 0.442375 for

Table 12. Mean squared error and |Bias| (in brackets) values for different estimators for Population V without measurement error.

a,=1,r=0,1,2,3¥,

0.315665 (0.120889)

0.428155 (0.164937

0.611153 (0.235897)

0.372965 (0.143547)

0.527006 (0.202661)

0.797297 (0.306103)

Estimators 10% non-response 20% non-response
-4 -4
2 4 8 2 4 8
T 0.732836 0.947573 1.377047 0.803928 1.160847 1.874686
7y 2.085894 (0.062419) | 2.898353 (0.084903) | 4.313338 (0.125459) | 2.600062 (0.075925) | 3.776308 (0.111450) | 6.128800 (0.182501)
o 2.611639 (0.005526) | 3.172178 (0.002878) | 4.503190 (0.001995) | 2.638344 (0.000402) | 3.916842 (0.001477) | 6.473837 (0.003626)
o 1.005383 (107.3366) | 1.401040 (148.7411) | 2.087388 (221.1230) | 1.248176 (134.2946) | 1.797146 (196.6074) | 2.895085 (321.2331)
}7;;( 6.670812 (0.192784) | 9.024517 (0.257590) | 13.31206 (0.378374) | 8.026745 (0.228178) | 11.76322(0.335830) | 19.23617 (0.551132)
Vo 0.722146 0.945328 1.376304 0.803877 1.160388 1.873005
Py 4.234075 (0.003354) | 5.786298 (0.002295) | 8.564180 (0.006730) | 5.166670 (0.005263) | 7.550340 (0.006415) | 12.31768 (0.008719)
o=0,yp 0.721185 (0.030324) | 0.943683 (0.039679) | 1.372819 (0.057723) | 0.802686 (0.033750) | 1.157905 (0.048687) | 1.866539 (0.078483)
=1,y 0.721225 (0.030325) | 0.943751 (0.039682) | 1.372961 (0.057729) | 0.802736 (0.033753) | 1.158011 (0.048691) | 1.866820 (0.078495)
a=-1,y 0.721225 (0.030325) | 0.943751 (0.039682) | 1.372963 (0.057729)
)
)

_
a=0,a123=1Yg,

0.646330 (0.025820)

0.803842 (0.032048

1.074264 (0.042630)

(
(
0.802736 (0.033753)
(
(

0.717330 (0.028638)

(
(
1.158012 (0.048691)
(
(

0.954195 (0.037870)

(
(
1.866824 (0.078495)
(
(

1.381019 (0.054364)

https://doi.org/10.1371/journal.pone.0261561.t1012
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Table 13. Mean squared error and |Bias| (in brackets) values for different estimators for Population VI with measurement error.

a,=1,r=0,1,2,3 5,

GP

0.449115 (0.021302)

0.569335 (0.028025)

0.783059 (0.041387)

0.478928 (0.023557)

0.661300 (0.034635)

0.962034 (0.056514

Estimators 10% non-response 20% non-response
4 -4
2 4 8 2 4 8

T 0.867676 1.125663 1.641635 0.951954 1.378496 2.231579
Vi 5.234362 (0.184108) | 6.785524 (0.238591) | 9.887849 (0.347557) | 5.046723 (0.179558) | 7.633174 (0.274687) | 12.80607 (0.464945)
28 5.281913 (0.000499) | 6.843380 (0.000608) | 9.966316 (0.000824) | 5.749089 (0.007383) | 8.745575(0.011693) | 14.73854 (0.020313)
T 1.953404 (251.5707) | 2.533396 (326.0361) | 3.693380 (474.9669) | 1.887851 (242.2096) | 2.803116 (370.3495) | 4.633645 (626.6292)
Vo 18.38197 (0.552824) | 23.82296 (0.716382) | 34.70496 (1.043498) | 18.03340 (0.546057) | 27.50961 (0.835755) | 46.46204 (1.415150)

o 0.867644 1.125626 1.641589 0.945019 1.367140 2.211355
Py 11.45452 (0.013466) | 14.84613 (0.017510) | 21.62934 (0.025598) | 11.16378 (0.002939) | 16.99394 (0.003907) | 28.65427 (0.005843)
o =0,y 0.866182 (0.036420) | 1.123167 (0.047226) | 1.636364 (0.068805) | 0.943296 (0.039663) | 1.363519 (0.057332) | 2.201854 (0.092582)
=1,y 0.866314 (0.036426) | 1.123388 (0.047235) | 1.636833 (0.068824) | 0.943442 (0.039669) | 1.363841 (0.057346) | 2.202729 (0.092619)
=155 0.866315 (0.036426) | 1.123390 (0.047235) | 1.636838 (0.068825) 1.363844 (0.0573462) | 2.202743 (0.092619)
)
)

_
a=0,0153=1yg,

0.798223 (0.030126)

0.980530 (0.043517)

1.331509 (0.073952)

(
(
0.943443 (0.039669)
(
(

0.859641 (0.037758)

1.166121 (0.055357)

1.733732 (0.084949

https://doi.org/10.1371/journal.pone.0261561.t013

10% non-response rate. When the non-response rate becomes 20%, the MSE for generalized

proposed estimator increases to 0.499340. It is also observed that 3%, is less biased and ¥, is
most biased among all considered estimators. Table 12 shows the same pattern of results.
Table 13 shows that the generalized proposed estimator performs better than other estima-
tors. The MSE for the generalized proposed estimator, when o, = 1,7=0, 1, 2, 3 is 0.449115 for
10% non-response rate. When the non-response rate becomes 20%, the MSE for generalized

proposed estimator increases to 0.478928. It is also observed that y, is less biased and ¥, is

most biased among all considered estimators. Table 14 shows the same pattern of results.

Through numerical study it is concluded that the generalized proposed estimator performs
better as compared to all other existing estimators. For 10% non-response rate the MSE value
is minimum. The MSE values also increase as the value of constant g increases.

Table 14. Mean squared error and |Bias| (in brackets) values for different estimators for Population VI without measurement error.

a,=1,r=0,1,2,355,

0.364646 (0.015332)

0.478386 (0.020114

0.704181 (0.029609

0.402961 (0.016949)

0.592738 (0.024923)

0.965155 (0.040582)

0.653301 (0.027469)

0.794303 (0.033398

Estimators 10% non-response 20% non-response
4 g
2 4 8 2 4 8
T 0.732836 0.947573 1.377047 0.803928 1.160847 1.874686
}7;’ 3.016996 (0.103467) | 3.828422 (0.131635) | 5.451273 (0.187970) | 3.361892 (0.115596) | 4.863110 (0.168021) 7.865545 (0.272871)
y;’r 3.72329 (0.007424) 4.827557 (0.010502) | 7.036093 (0.016659) | 4.126782 (0.008040) 6.038035 (0.012350) 9.860541 (0.020971)
Vi 1.215590 (138.1246) | 1.542894 (175.2451) | 2.197501 (249.4861) | 1.347808 (154.4319) | 1.939547 (224.1670) | 3.123027 (363.6372)
Vo 10.57577 (0.317827) | 13.47010 (0.405408) | 19.25877 (0.580571) | 11.80067 (0.354830) | 17.14482(0.516415) | 27.83311 (0.839587)
}7; 0.721017 0.929116 1.344791 0.791492 1.140734 1.839091
o 6.565127 (0.002992) | 8.350240 (0.005370) | 11.92046 (0.010125) | 7.324078 (0.002967) | 10.62709 (0.005294) 17.23311 (0.009948)
a=0,75 0.720030 (0.030275) | 0.927484 (0.038998) | 1.341374 (0.056401) | 0.790305 (0.033230) | 1.138269 (0.047861) | 1.832686 (-0.077055)
o =1,y 0.720096 (0.030278) | 0.927592 (0.039002) | 1.341599 (0.056410) | 0.790385 (0.033233) | 1.138437 (0.0478684) | 1.833125 (0.077078)
o=—1,74 0.720098 (0.030279) | 0.927593 (0.039003) | 1.341601 (0.056411) 1.138438 (0.047868) 1.83313 (0.077078)
) )
) )

.
o =0,0123=1y5

1.052948 (0.044273

(
(
0.790386 (0.033233)
(
(

0.706101 (0.029689)

0.939650 (0.039509)

1.361983 (0.057268)

https://doi.org/10.1371/journal.pone.0261561.t1014
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5 Conclusion

In this study, we proposed a generalized class of estimators for the finite population mean
when the variable of interest is stigmatizing in nature, considering both measurement error
and non-response under simple random sampling. Through simulation study (see Tables 2-7)
and real data sets (see Tables 9-14) it is observed that the proposed class of estimators ., per-
forms better than all existing estimators considered here.

Supporting information
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