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Can artificial intelligence-
strengthened ChatGPT or other
large language models transform
nucleic acid research?
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The impressive accomplishments of large
language models (LLMs), particularly the
"Chat Generative Pre-Trained Transformer"
created by OpenAI, usually referred to as
"ChatGPT," have been the subject of signifi-
cant media coverage in recent times.1 These
LLMs are artificial intelligence (AI) pro-
grams that create text closely resembling
human language using sophisticated recur-
rent neural networks trained on large data-
sets.2 Within a brief period, the launch of
ChatGPT has significantly impacted the
academic community. This technology
will significantly alter how researchers
conduct their work (https://openai.com/
blog/chatgpt/). LLMs mostly use deep
learning to convincingly mimic human lan-
guage. These models are now used in content
marketing, customer support, and many
corporate contexts, and their usage is on
the rise.3 AI is already used in healthcare,
and it has the power to completely change
how patients are cared for and how adminis-
trative tasks are carried out in hospitals and
pharmaceutical firms. The potential of AI
in healthcare was covered by Davenport
and Kalakota,4 who found that healthcare
providers and life science businesses
already use various forms of AI. These AI ap-
plications can be broadly divided into
administrative chores, patient engagement
and adherence, and diagnosis and therapy
recommendations.4 Patel and Lam demon-
strated how ChatGPT could generate a pa-
tient discharge statement based on a short
prompt, demonstrating the technology’s
potential to automate and speed up hospital
discharges. This automation offers the
advantage of preserving the essential degree
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of detail while freeing up doctors’ time for
patient care and professional development.5

Another study looked at ChatGPT’s useful-
ness in simplifying radiology reports, and
the results were determined to be accurate,
complete, and unlikely to pose substantial
dangers to patients.6 Thus, ChatGPT has
the potential to significantly change medical
research in several ways. Before incorpo-
rating ChatGPT deeply into clinical research
andmedical practice, in-depth conversations
must be conducted to improve its originality,
accuracy, and academic integrity.7 Notably,
researchers are trying to evaluate the applica-
tion of these LLMs in various fields. Howev-
er, few studies have examined the application
of LLMs to nucleic acid research (Figure 1).

In a recent editorial, Page et al. demonstrated
that AI could transform microbial genomics
research by improving data processing
and speeding up procedures. AI can aid in
identifying several essential components of
genomic research, such as regulatory ele-
ments and the functions of several genes.
Furthermore, AI can predict microbial
behavior, disclose new gene clusters, and
propose ideas for experimental verification,
resulting in a significant acceleration in
discoveries and a better understanding of
bacteria and their interactions with the envi-
ronment.8 At the same time, researchers have
tried to assess the level of understanding of
ChatGPT in nucleic acid research using the
GeneTuring test.9 The GeneTuring test,
devised by Hou and Ji, can help evaluate the
fitness of GPT models for genetic research.
The researchers wanted to see how well
GPT models perceive and generate geno-
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mics-related information. The models were
tested on various genomic tasks, including
gene prediction, variation analysis, and
DNA sequence generation. Armed with
rigorous metrics and benchmarks, the re-
searchers demonstrated the ability of GPT
models to reliably anticipate genetic informa-
tion and generate relevant insights in geno-
mics. The findings established the superiority
of AI models in genomics and showed prom-
ise for future breakthroughs.9

Scientists have also tried to compare the ability
of LLMs and humans to answer genetic
questions. Duong and Solomon compared
the performance of humans and ChatGPT in
answering 85 human genetics-related multi-
ple-choice questions10; ChatGPT showed
68.2%accuracy. Thesemodels canhave an im-
mediate impact by quickly and accurately
answering many genetics-related questions.
These strategies canhelpmedical practitioners
diagnose and treat genetic illnesses and
provide readily available information about
conditions to patients and their families.

Furthermore, ChatGPT’s ability to under-
stand and reply to simple language questions
can improve access to genetic information
for people without prior knowledge of the
subject. As genetic research advances, natu-
ral language processing models such as
ChatGPT will become more important in
research and medical settings.10 Similarly,
LLMs can be used in bioinformatics teach-
ing, including demonstrations of phyloge-
netic analysis. In one such study, Shue et al.
examined ChatGPT’s assistance to students
in phylogenetic studies. The researchers
tasked the Chatbot with creating R code for
developing a phylogenetic tree comprising
eptember 2023 ª 2023 The Author(s). 205
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Figure 1. Recent applications of ChatGPT or other large language model (LLM) in nucleic acid research
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nine different species. The work began with
aligning protein-coding sequences from the
TP53 tumor suppressor gene. Initially, the
Chatbot was given instructions explaining
the major processes required to produce an
unrooted tree. The Chatbot successfully
created functioning code capable of creating
a reasonably accurate unrooted phylogenetic
tree after two rounds of changes and incor-
porating feedback from humans regarding
error messages observed during code execu-
tion. At the same time, the Chatbot was in-
structed to design a rooted phylogenetic
tree with designated species; however, the
Chatbot failed to provide a valid result.11

Scientists are also trying to create LLMs spe-
cific for the nucleic acid field. For example,
Jin and colleagues’ novel GeneGPT model
trains LLMs to useNCBI webAPIs. GeneGPT
incorporates specialized techniques such as
gene mention identification, entity linkage,
and database integration to improve compre-
hension and create biomedical information.
The usefulness of GeneGPT has been evalu-
ated through several tests, such as creating
protein-protein interaction networks and
resolving biomedical concerns. Interestingly,
GeneGPT outperformed traditional language
models in biological applications by providing
more precise and contextually relevant infor-
mation.12 Transformer-based LLMs have
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also found success in interpreting lengthy
DNA sequences in recent years. DNABERT,
a pre-trained bidirectional encoder represen-
tation and natural language processingmodel,
can understand global and transferable
genomic DNA sequences, which it accom-
plishes by considering both the upstream
and downstream nucleotide environments.13

For example, DeepMind’s Enformer trans-
former model uses self-attention methods to
incorporate more detailed DNA context. As
a result, it obtains higher precision when fore-
casting gene expression using DNA se-
quences.14 However, additional research is
required to determine the effects of various
cis-actingDNA components’ trans-acting fac-
tors and predict where enzyme molecules will
bind.15

LLMs such as ChatGPT can revolutionize
nucleic acid research. The ability of LLMs
to analyze and output massive amounts of
text-based information has already proven
helpful in various sectors, including nucleic
acid research. ChatGPT can potentially
transform nucleic acid research, but its im-
plementation requires prudence and respon-
sibility. When properly safeguarded, LLMs
can become vital instruments, allowing re-
searchers to make substantial advances in
understanding the complex world of nucleic
acids and their function in biology and
September 2023
health. They can be virtual assistants,
answering questions, reviewing literature,
and summarizing study findings. Using these
tools can significantly speed up the research
process and boost the likelihood of success
in specific nucleic acid-based experiments
and publishing the results. This ease of
access to information can stimulate interdis-
ciplinary partnerships, allowing scientists
from various fields to apply nucleic acid
research more efficiently. However, further
research is needed to fully understand the ca-
pabilities of ChatGPT or other LLMs to alter
the field of nucleic acid research while keep-
ing ethical concerns about data privacy, bias,
and the responsible usage of LLMs in mind.
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