CHAPTER 1

Epidemiological Concepts

Alfred S. Evans!

1. Introduction

Epidemiology is the study of the distribution and determi-
nants of health-related states, conditions, or events in spec-
ified populations and the application of the results of this
study to the control of health problems.!" It is a quantita-
tive science concerned in infectious diseases with the cir-
cumstances under which disease processes occur, the factors
that affect their incidence and the host response to the infec-
tious agent, and the use of this knowledge for control and
prevention.® It includes the pathogenesis of disease in both
the community and the individual. For infectious diseases,
one must study the circumstances under which both infec-
tion and disease occur, for these may be different. Infection is
the consequence of an encounter of a potentially pathogenic
microorganism with a susceptible human host through an
appropriate portal of entry and usually involves a demonstra-
ble host response to the agent. Exposure is the key factor,
and the sources of infection lie mostly outside the individ-
ual human host, within the environment, or in other infected
hosts. Disease represents one of the possible consequences
of infection, and the factors important in its development are
mostly intrinsic to the host, although the dosage and viru-
lence of the infecting microbe play a role. These intrinsic
factors include the age at the time of infection, the portal of
entry, the presence or absence of immunity, the vigor of the
primary defense system, the efficiency and nature of humoral
and cell-mediated immune responses, the genetic makeup of
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the host, the state of nutrition, the presence of other diseases,
and psychosocial influences. These factors that result in the
occurrence of clinical illness among those infected have been
called the “clinical illness-promotion factors,”® and many
of them remain unknown. The host responses can include
death, the classic clinical features of the disease, mild or
atypical forms, subclinical and inapparent infections, and the
carrier state, which may exist in the absence of a detectable
host response. While the clinician is primarily concerned
with disease, the epidemiologist is interested in both infec-
tion and disease. Infection without disease is a common phe-
nomenon, so that a study limited to clinical illness alone
would give an incomplete epidemiological picture and would
be a poor basis for control and prevention. A full under-
standing involves the pathogenesis of the process leading to
clinical disease both in the community and in the individual.

The concepts of epidemiology in bacterial infections
are very similar to those of viral infections as expounded
in the companion volume, Viral Infections of Humans,® so
there will be overlap and repetition in this volume. Some of
the differences between viral and bacterial infection include
the intracellular position of all viruses, their smaller size, the
requirement of living tissues for viral multiplication, the ease
with which many viruses are spread by respiratory routes
or by insect vectors, the relatively high order of immunity
following viral infection, the usefulness of serological tests
for the diagnosis of most viral infections, and the failure of
viral infections to respond to antibiotic therapy. Highly sen-
sitive and specific molecular methods are being increasingly
employed to define the agent and the host response to it.(6®

Many concepts and methods of epidemiology apply
to both infectious and noninfectious diseases, and there
should be no essential dichotomy between the two.?) In
general, epidemiology can be regarded as the develop-
ment, pathogenesis, and expression of infection and dis-
ease in a community in much the same way as clinical
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medicine is concerned with the development, pathogenesis,
and expression in the individual. This book will attempt to
cover both these aspects. While the “epidemiology of infec-
tious diseases” has disappeared from the curriculum of many
schools of medicine and public health in developed coun-
tries, the current epidemic of the acquired immunodeficiency
syndrome (AIDS) has reawakened interest in the subject. In
addition, the emergence of new diseases such as Legion-
naires’ disease, Lyme disease, the toxic shock syndrome
and the development of antibiotic-resistant pneumococci and
tubercle bacilli, the appearance of erythrogenic streptococci
(“flesh-eating” streptococci) and a new cholera strain termed
0139, foodborne outbreaks of Escherichia coli O157:H7, and
a large waterborne outbreak of cryptosporidiosis are among
the “emerging infections” that continue to pose challenges
to epidemiologists!”? and for which the Centers for Dis-
ease Control and Prevention (CDC) are developing preven-
tive strategies.!" It is becoming apparent that in developed
countries, the continuing, and in some instances the increas-
ing, importance of infectious diseases is causing concern
among public health authorities.

In developing countries, infectious diseases are still a
major cause of morbidity and mortality, and efforts are in
progress to develop training programs in epidemiology and
in surveillance in such areas. The Field Epidemiology Train-
ing Program of the CDC is a fine example of this effort. Sev-
eral recent texts address the problems of surveillance.12-1®

2. Definitions and Methods

2.1. Definitions

A working understanding of the terms commonly
used in epidemiology and infectious diseases may be help-
ful to the student, microbiologist, and clinician unfamiliar
with them. They are derived from those in A Dictionary
of Epidemiology,V Viral Infections of Humans,® and the
American Public Health Association handbook entitled Con-
trol of Communicable Diseases Manual '"

Attack rate or case ratio: This ratio expresses incidence
rates in population groups during specified time periods or
under special circumstances such as in an epidemic. It is
often expressed as a percent (cases per 100). The secondary
attack rate is the proportion of persons who develop infection
within an appropriate incubation period after exposure to a
primary case divided by the number exposed. The groups so
exposed are frequently family members or persons located in
an institution.

Carrier: A carrier is a person, animal, or arthropod who
harbors a specific infectious agent in the absence of clini-

cal illness with or without a detectable immune response.
The carrier state may reflect carriage of the organism in the
incubation period before clinical symptoms appear, during
an apparent or inapparent infection (healthy or asymptomatic
carrier), or following recovery from illness; it may be of short
or long duration (chronic carrier), and it may be intermittent
or continuous. Carriers may spread the infectious agent to
others.

Case-fatality rate: Number of deaths of a specific disease
divided by the number of cases x 100.

Cell-mediated immunity: This term has been used pre-
viously to designate immune mechanisms largely dependent
on lymphocyte activity and in contrast to “humoral immu-
nity.” As T lymphocytes are now recognized as playing an
important role in both, the term T-cell immunity is being more
widely used.

Chemoprophylaxis: Administration of a chemical or
antibiotic to prevent infection or to prevent the development
of disease in a person already infected.

Colonization: Multiplication of an organism on a body
surface (e.g., skin, epithelium, mucus membrane) without
evoking a tissue or immune response.

Communicable period: Time during which a person
(or animal) is infectious for another person, animal, or
arthropod.

Endemic: This term denotes the constant or usual pres-
ence of an infection or disease in a community. A high degree
of endemicity is termed hyperendemic, and one with a par-
ticularly high level of infection beginning early in life and
affecting most of the population is called holoendemic.

Epidemic: An epidemic or outbreak is said to exist when
an unusual number of cases of a disease occur in a given
time period and geographic area as compared with the pre-
vious experience with that disease in that area. For diseases
already present in the community, it is necessary to know the
number of existing cases (prevalence) as well as new cases
(incidence) to determine whether an increase has occurred.
The definition of increases or excess cases is arbitrary and
will vary from disease to disease. See Section 3 for further
discussion.

Host: A person, animal (including birds), or arthropod in
which infectious agents subsist or infect under natural con-
ditions. In this book the term will most often refer to the
“human host” unless otherwise stated.

Immunity: The specific resistance to an infectious agent
resulting from humoral and local antibodies and from cell-
mediated responses constitutes immunity. Immunity may be
acquired through natural infection, by active immunization,
by transfer of immune factors via the placenta, or by passive
immunization with antibodies from another person or ani-
mal. The immune state is relative and not absolute, is gov-



erned largely through genetic control, and may be altered by
disease- or drug-induced immunosuppression.

Immunodeficiency: A state representing impairment of
the immune system of the host that affects its ability to
respond to a foreign antigen. This may result from an inher-
ited defect, or an acquired one such as a result of the disease
itself, or of immunosuppressive drugs or an infectious agent
that depresses the immune system. The human immunodefi-
ciency viruses (HIV-1 and HIV-2) are the major examples of
the latter.

Incidence rate: The number of new events (specific
infection or disease) occurring in a given time period in a
given population as the numerator and the number of sus-
ceptible persons in that population exposed to the agent as
the denominator. This is usually stated as cases (or infec-
tions) per 100, 1,000, or 100,000. This rate may be adjusted
for an age- or sex-specific numerator and denominator or any
other characteristic of interest. Laboratory procedures may
be required for numerator data on new infections, as mea-
sured by isolation of the agent or by antibody rises, or by
both. They may also be required to identify those actually
at risk in the denominator, i.e., those lacking antibody; other
means of refining the denominator would be by eliminating
adults in calculating rates of childhood diseases or eliminat-
ing those with a valid history of having had the disease.

Incubation period: The incubation period is the interval
between exposure and the appearance of the first detectable
sign or symptom of the illness. Ill-defined exposure to a
source of infection or exposure to persons without appar-
ent illness may obscure the starting point of the incubation
period, and vague, premonitory, or prodromal signs of illness
may obscure its termination point. The best estimate is often
derived from single exposures of short duration to a clinical
case or established source of infection (e.g., air, food, water,
arthropod vector) and the development of the first character-
istic or classic features of the disease. Experimental infec-
tions in volunteers give well-defined incubation periods, but
these may not always be the same as under natural condi-
tions. See Section 7 for further discussion.

Index case: This is the index or primary case of an illness
in a family, group, institution, or community that may serve
as a source of infection to others.

Infection: Infection represents the deposition, coloniza-
tion, and multiplication of a microorganism in a host and is
usually accompanied by an immune response. Infection may
occur with or without clinical illness.

Isolation: This is a term applied to the separation of
infected persons in such places and/or under such conditions
as to prevent contact or airborne transmission of the infec-
tious agent to others during the period of communicability.
Infection control practice in hospitals as recommended by
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the CDC has divided isolation into two tiers of isolation pre-
cautions. The first tier is known as standard precautions and
the second tier transmission-based precautions. Hand wash-
ing remains a prime preventive measure in regard to nosoco-
mial infections.

Morbidity rate: An incidence rate in which the numer-
ator includes all persons clinically ill in a defined time and
population and the denominator is the population involved or
a subunit thereof, usually expressed as the number of cases
per 100,000 persons at risk.

Mortality rate: The same as morbidity rate except the
numerator consists of deaths. This may be the total number
of deaths in a population group (crude mortality rate, usually
expressed as deaths per 1,000) or deaths from a specific dis-
ease (disease-specific mortality, usually expressed as deaths
per 100,000).

Nosocomial infections: This term refers to infections that
develop after entry into a hospital or other health care insti-
tutions and that are not present or incubating at the time of
admission or the residual of an infection acquired during a
previous admission.

Pathogenicity: The ability of an infectious agent to
produce disease in a susceptible host. Some nonpathogenic
agents can become pathogenic in an immunocompromised
host such as persons infected with HIV.

Prevalence rate: The ratio of the number of persons in a
defined population who are affected with the disease at any
one time as the numerator and the exposed population at that
point as the denominator. If this is based on the frequency of
cases at a moment in time, then the term point prevalence is
used. If it reflects the proportion of persons affected over a
longer period, then the term period prevalence is employed.
Most infectious diseases are acute and short lived, so that
prevalence rates are not commonly used. The use of preva-
lence rates is more relevant to more protracted illnesses such
as subacute bacterial endocarditis, tuberculosis, and leprosy,
or to reflect carrier states that may persist for months or
years. Prevalence rates reflect incidence times duration of
disease. In seroepidemiological usage, the term prevalence
denotes the presence of antigen, antibody, or another compo-
nent in the blood.

Quarantine: The restriction of persons or animals
exposed to an infected source during the incubation period
for that disease to observe if the disease develops in order
that other persons will not be exposed to the infectious agent
during that period.

Reservoir: A person, animal, soil, or other environment
in which an infectious agent normally exists and multiplies
and which can be a source of infection to other hosts.

Surveillance: As concerns public health, surveillance
is the systematic collection of data pertaining to the occur-
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rences of specific diseases or health-related conditions,
the analysis and interpretation of these data, and the
dissemination of consolidated and processed information to
contributors to the program and other interested persons for
purposes of control and/or prevention (see Chapter 2 for
detailed discussion and Cutts et al.'? for a World Health
Organization definition, as used in the Expanded Programme
in Immunization). Serological surveillance is the identifica-
tion of current and past infection through measurement of
antibody or of antigen in serum from representative samples
of the population or other target groups.

Susceptibility: A state in which a person or animal is
capable of being infected with a microorganism. The lack
of specific protective antibody usually indicates susceptibil-
ity to that agent, although reactivation or reinfection to some
agents may occur in the presence of antibody.

Transmission: The mechanism by which an infectious
agent is spread to another host (see Section 5).

Virulence: A measure of the degree of pathogenicity of
an infectious agent as reflected by the severity of the disease
produced and its ability to invade the tissues of the host.

Zoonosis: An infection or infectious disease transmissi-
ble under natural conditions from animals to man. It may be
endemic (enzootic) or epidemic (epizootic).

2.2. Methods

Epidemiology can be divided into descriptive, analyti-
cal, experimental, and serological epidemiology. The major
analytic methods in use are the cohort (prospective) and
case—control (retrospective). This section will briefly present
these concepts. For more detailed descriptions, textbooks and
recent articles of epidemiology are recommended.!'32D A
textbook on epidemiological methods that includes discus-
sion and examples in infectious disease!'® is recommended
before undertaking an epidemiological study. An excellent
brief book on all aspects of epidemiological studies has been
published by the World Health Organization (WHO).??

2.2.1. Types of Epidemiological Studies. Epidemio-
logical studies may be descriptive or analytical. Descriptive
studies are based on available data sources and describe the
patterns of disease in population groups according to time,
place, and person factors. Epidemic investigations begin with
a descriptive study. These data often suggest clues to the eti-
ology of the condition or to the risk factors involved. Ana-
Iytical studies are then designed to test the hypotheses of
causation developed from the descriptive studies and usually
require new data to do so. Three common analytical methods
are employed in pursuing epidemiological studies.

2.2.1.1. Cohort Study. This is the most definitive and
expensive type of study and is based on identifying a group

or groups of persons (cohorts) who are followed over time
for the development of disease (or infection) in the presence
or absence of suspected risk factors that are measured at the
start of the study. These studies are usually carried out by
identifying a cohort or usually two or more cohorts at the
present time and then following them longitudinally over
time. One cohort will be the group exposed to a risk factor
or there may be several cohorts, each with a different degree
of exposure. There usually is another cohort of unexposed
persons who are followed in the same way. The cohorts are
followed until the effect of the exposure occurs or the study
is terminated for other reasons. If the occurrence of disease
is the expected outcome, persons immune to the disease at
the beginning of the study would not be included in a study
cohort. This has been called a prospective cohort study or
simply a prospective study. In infectious disease epidemiol-
ogy, it may be possible to identify the persons in the cohort
who are susceptible or immune at the start of the study by
measuring the presence or absence of antibody in the ini-
tial serum specimens. Serial serum samples are then taken in
which the appearance of antibody indicates the approximate
time at which infection occurs. The occurrence of clinical
disease at the same time provides information of the clinical—
subclinical ratio. If the appropriate serum samples are taken
and frozen, the actual testing can be delayed to the end of the
study.

An alternative method of conducting a cohort study is to
identify a group of persons at some time in the past who were
presumably free of the disease under investigation at that
time, as indicated by examining existing records. The cohort
is then followed to the present, or even beyond, by measuring
the occurrence of infection (by serological tests) or disease
in that defined population. This approach is called a histori-
cal cohort study or a retrospective cohort study. Because the
case—control study is also retrospective in terms of the time
when the observations are made, it must be distinguished
from the historical cohort study.

In a cohort study the statistical methods involve the cal-
culation of the relative risk of the prevalence in the ill indi-
viduals as compared with the controls. This can be calculated
using the format of a fourfold matrix as depicted in Table 1.

Table 1. Matrix for Calculating Relative Risk Ratios

Number of persons

Characteristic or factor With disease Without disease Total

Present a b a+b
Absent c d c+d
Total A+c b+d




If the frequency, ala + b, of the characteristic in persons with
the disease (a) in this total group (a + b) is statistically sig-
nificantly greater than the frequency of the characteristic in
those without the disease (¢/c + d), then an association may
exist between the characteristic and the disease. For further
details of the mathematical and epidemiological techniques
and the biases involved in the selection of cases and controls,
readers are referred to recent texts such as Methods in Obser-
vational Epidemiology.'®

2.2.1.2. Case—Control Study. This has been called a
retrospective study because it studies persons already ill with
the disease and compares their characteristics with a control
group without the disease for the presence or absence of cer-
tain possible risk factors. When a significant difference in
the prevalence of a characteristic or risk factor is found, then
the possibility of a causal association is suspected. Further
studies using the cohort method are then often carried out
to add strength to the association. The case—control study is
usually the first type made because it is based on existing
data, can be completed in a relatively short time, and is the
least expensive. However, it cannot define the true incidence
of the disease in relation to the various factors because the
denominator at risk is not known.

A variation of the case—control study, and one encom-
passing the concept of a cohort study, is termed the nested
case—control study. In this a large cohort is studied either
prospectively or retrospectively for the occurrence of a spe-
cific disease, then these cases are matched by age and sex
with persons in the original cohort who did not develop the
disease. Various attributes of the two groups defined at the
start of the study can then be compared. This method is
very useful for diseases or conditions of low frequency in
which analysis of the entire cohort would be an overwhelm-
ing task. An example of this is a recent study of Hodgkin’s
disease in relation to elevated levels of antibody to Epstein—
Barr virus (EBV).?? In this analysis, 240,000 persons whose
sera had been collected and stored in four serum banks were
followed for 5 years through cancer registries or hospital
records for the development of Hodgkin’s disease. Forty-
three cases were identified in this manner and the EBV and
other antibody levels were determined in sera from the group
and compared with results from matched controls bled at the
same time. A significant increase in certain EBV antibod-
ies over those of controls was found 3-5 years preceding the
diagnosis of Hodgkin’s disease.

Biases may occur in case—control studies in the selec-
tion of cases, in the selection of controls, and in the elu-
cidation of data by interview or records concerning the
characteristics in question in both cases and controls. The
selection of cases should ensure that they are representative
of all patients with that disease. Ideally, this would assume
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that all patients with the disease seek medical attention, that
the correct diagnosis is made and substantiated, that all med-
ical facilities are canvassed, and that all cases are detected.
In practice, these criteria are seldom met, and patients, for
example, from a single hospital may be the only ones stud-
ied. This introduces a bias, since certain patients may be
excluded from a given hospital because of such factors as
age (e.g., no pediatric wards), socioeconomic level, or mili-
tary or civilian status; the patient or physician may select a
given hospital because of nearness, religious affiliation, the
physician’s privileges, nature of payment, or other consider-
ations. These patients are not representative of all patients
with the disease. The presence or absence of the characteris-
tic under study may also influence the selection process for
either the case or the control group or both, giving spurious
associations.

Biases also are common in the selection of controls.
Usually, controls should be selected from the same popu-
lation group from which the patients are drawn and should
be closely comparable to the cases in all known characteris-
tics (age, sex, socioeconomic level, ethnic groups) except the
one under study. Random selection from a large group may
equalize those differences, but usually groups matched for
certain variables or individuals matched carefully for paired
comparisons are selected. However, if the two groups are
matched too closely, the association between the cause and
its effect may be masked. In a hospital setting, ill patients
with diseases other than those under study are sometimes
chosen. Bias may occur if some of these patients have dis-
eases that are influenced by the characteristic in question.
To limit this, patients with noninfectious diseases are often
chosen in an infectious disease study. In a community set-
ting, healthy controls may be advantageous. In matching,
only those variables known to affect the disease should be
selected. Each matching factor included, while controlling
the results, eliminates the possibility of evaluating that factor
itself.

To avoid bias regarding the presence or absence of a
characteristic in the procurement of data by interview or from
records, those charged with data collection should not know
which is case or control, and the ascertainment should be uni-
form or standard. Once the data have been obtained, the odds
ratio associated with a given characteristic is calculated from
Table 1 by the cross-product of a x d divided by b x c. This
estimate is based on the assumption that the frequency of the
disease in the population is relatively small and that cases
and controls are representative of their respective ill and non-
ill populations for that disease. Examples of case—control
studies for an infectious disease would include the influence
of some characteristic such as genetic makeup (HLA type),
smoking, preexisting disease, or socioeconomic level as a
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risk factor in a given disease. It should be emphasized that
a particular risk factor might operate at different levels or
at several levels: It might affect exposure and infection, the
severity of illness after infection has occurred, the duration
of disease, the development of complications, or the case-
fatality rate.

The advantages of case—control studies as compared
with cohort studies (see Table 2) include the relatively small
numbers of subjects needed, their relatively high efficiency,
the shorter time to complete the study, and their suitability
for diseases of low incidence. Their disadvantages include
difficulty in finding the needed information about the char-
acteristic in question, or the inaccuracy of the information;
bias in obtaining data; and bias in the selection of cases and
controls. The appropriate selection of the control groups is
probably the most difficult task.

2.2.1.3. Cross-Sectional or Prevalence Study. This
third type of investigation examines the occurrence of dis-
ease and of suspected risk factors in population groups at a
point in time or over a relatively short period of time. Preva-
lence rates among those with and without the exposure are
determined and compared. This approach is usually limited
to diseases of slow onset and long duration for which medical
care is often not sought until the disease has progressed to a
relatively advanced stage. Thus, the risk factors present at the
start of the disease may be difficult to identify. This method

is used for certain chronic diseases, such as osteoarthritis,
chronic bronchitis, and some mental disorders,*® but it may
also be useful in certain infectious diseases such as those
occurring in a hospital setting.

The reader should review more detailed descriptions
of epidemiological methods such as found in Refs. 18-22
before undertaking any type of epidemiological study, as
well as consult with a statistician in the planning stage to
ensure the validity of the procedures and the adequacy of the
number of subjects involved. See Section 5 for discussion of
methods in epidemic investigation.

2.2.2. Experimental Epidemiology. In infectious
diseases, this represents planned experiments designed to
control the influence of extraneous factors, among those
exposed or not exposed to an etiologic factor, preventive
measure, or environmental manipulation by the investiga-
tor. One example is the planned introduction of an infec-
tious agent in a controlled fashion into a group of animals
or volunteers and the analysis of the spread of infection and
disease within these groups as compared to a non-exposed
group. Such studies offer the most scientifically controlled
method of epidemiological study. Unfortunately, many bac-
terial species or agents may not induce infection or disease
in animal models. Certain susceptible animals (marmosets,
chimpanzees) may not be available for study or are too
expensive. Volunteers are very difficult to utilize in today’s

Table 2. Some Features of Cohort and Case-Control Studies

Features

Cohort

Case—control

Approach

Starting point
Measurement
Type of observation

Advantages and disadvantages
Incidence
Risk
Disease spectrum

Factor(s) or characteristic(s)
Bias

Attrition
Time

Efficiency
Sample size

Identify the subsequent incidence of disease in persons
with or without given characteristic(s)

Persons with or without certain characteristics

Incidence of infection or disease or both

Serial, longitudinal surveillance of entire group for
development of infection or disease or both

Can be measured directly

Direct assessment

Can be measured from infection to mild and severe
disease in relation to characteristic(s) and to other
diseases

Defined before disease develops

Little, usually, since information is recorded before the
outcome is known, but problems in ascertainment,
diagnosis, and follow-up may create bias

Individuals may be lost to observation or refuse to be
studied

Often long period of observation

Low except for diseases of high incidence

Large, depending on incidence of the infection or
disease

Identify the presence or absence of characteristic(s) in
persons with or without a given disease

T11 persons and controls (healthy or with other disease)

Prevalence of characteristic

Single analysis by interview, records, or a laboratory
test of the characteristic in persons with and without
disease

Not measurable directly
Indirect assessment
Not measurable; a clinical case is the starting point

Factor(s) defined after disease develops
Bias may be present in interviewer, in patient, and in
control; data from records may be incomplete

Cases and controls may die prior to completion of study
Can be short

Comparatively high
Relatively small




ethical, legal, and social environment, and there are good rea-
sons for these restrictions.

2.2.3. Serological Epidemiology. The systematic
testing of blood samples from a defined sample of a tar-
get population for the presence of antibodies, antigens,
genetic markers, specific cell-mediated immunity, and other
biological characteristics is called a serological or immuno-
logical survey. It constitutes an important epidemiological
tool. Serological techniques can (1) identify the past and
current prevalence of an infectious agent in a community;
(2) identify the incidence of infection by seroconversion or
a rise in titer in samples obtained at two different times;
(3) reveal the ratio of subclinical to clinical infections, when
combined with clinical data; and (4) determine the need for
immunization programs and evaluate their effectiveness as
to the presence, level, and quality of antibody produced,
its duration, and the degree of protection against disease.
Serological techniques are useful in defining the incidence,
clinical importance, and spectrum of illness of a new agent
such as Legionella pneumophila. The presence of antibody
or antitoxin to diphtheria, pertussis, and tetanus, as deter-
mined in a serological study, is a good reflection of the level
of immunization and public health practice in a community.
This is especially true of tetanus, since antitoxin is acquired
almost solely through immunization and rarely, if at all,
through natural infection. The use of serological surveys in
areas where medical care, diagnostic facilities, and reporting
practices are inadequate may provide information essential
for the control and evaluation of immunization programs.
The uses, advantages, and disadvantages of serological
surveillance and seroepidemiology for viral infections are
presented in Chapter 2 of the companion book® to this
volume.

Seroepidemiology is more widely applicable to viral
than to bacterial diseases because of the wider occurrence of
demonstrable antibodies in viral than in bacterial infections
and because of the better means to measure them. Neverthe-
less, these techniques have proved useful in variable degrees
for brucellosis, cholera, diphtheria, legionellosis, leptospiro-
sis, Mycoplasma pneumoniae infections, pertussis, Q fever,
Rocky Mountain spotted fever, syphilis, tetanus, tularemia,
and typhoid fever. Specific mention of their applicability will
be found in the relevant chapters of this book. The devel-
opment of monoclonal antibodies and diagnostic techniques,
such as the enzyme-linked immunosorbent assay (ELISA)
and the radioimmunoassay (RIA), permits highly specific,
sensitive, and rapid serological diagnoses. Development of
sensitive and simple DNA probes and the ability to amplify
DNA by the polymerase chain reaction (PCR) provide tools
not only for diagnostic microbiology but also for the identi-
fication of antigens in stored paraffin or frozen sections.©
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3. Epidemics and Their Investigation

Detailed descriptions of the concepts and methods of
epidemic investigation can be found in a number of arti-
cles and book chapters.®*?% An excellent recent article
discussing the use of the case—control method in epidemic
investigation gives a thorough review of the subject and an
extensive table of examples.?”) This section will only deal
with the highlights of epidemic investigation.

3.1. Pathogenesis of an Outbreak

Three essential requirements for an outbreak of an
infectious disease are (1) the presence or introduction of
an infectious agent by an infected human, animal, bird, or
arthropod vector, or its occurrence in air, water, food, soil,
or other environmental source, or its presence in or on a
fomite; (2) an adequate number of susceptibles; and (3) an
effective means of transmission between the two. Five cir-
cumstances in which epidemics occur can be mentioned:
first, when a new group of susceptibles is introduced into
a setting where a disease is endemic; second, when a new
source of infection is introduced into an area from which the
microbial agent has been absent and many susceptibles are
therefore present, as in the return of visitors from a foreign
country, or the arrival of new immigrants, or the contami-
nation of food, water, or other sources of exposure by an
agent not normally present; third, when effective contact is
made between a preexisting infection of low endemicity with
susceptible persons as a result of changes in social, behav-
ioral, sexual, or cultural practices. Crowding as in a prison
camp or institution or exposure of a new portal of entry are
examples. A fourth possibility is an increased susceptibility
to infection or disease or both through immunosuppression
or other factors that influence the host response, such as a
preceding viral infection, nutritional disorder, treatment with
immunosuppressive drugs, or presence of a chronic disease.
The devastating effect of HIV on the immune system has
resulted in a worldwide epidemic of enormous and increas-
ing proportions. A fifth circumstance might be the increase
in the virulence or dosage of a microbial agent. This may
have accounted for the massive outbreak of waterborne Cryp-
tosporidium infection that occurred in Milwaukee, Wiscon-
sin, in March—April 1993, which involved 404,000 infected
persons of whom 4,400 required hospitalization.®

Epidemics or outbreaks are often classified from the
standpoint of the source of infection. A common-source or
common-vehicle outbreak may result from exposure of a
group of persons to a single source of infection. This could
be an exposure to a common source occurring at a sin-
gle point in time, as in most foodborne outbreaks (point
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epidemics), and characterized by a sharply defined and lim-
ited epidemic curve, often within the incubation period of
the disease. It could be exposure on a continued or extended
basis, as would be the case from a contaminated water sup-
ply or air source (airborne) and would result in an extended
epidemic curve. In the latter setting, variations in the epi-
demic curve could result from differences in the dosage and
time of occurrence of the microbial contaminant in the com-
mon vehicle or in the amount consumed, or they could result
from changes in the frequency of exposure of the persons at
risk to infection. The secondary spread of certain infectious
agents from human to human in a common-source outbreak
will also alter the epidemic curve, often producing a group
of scattered cases after the initial epidemic wave subsides;
these are called secondary cases and can lead to tertiary
cases.

A second type of epidemic spread called propagated
or progressive is due to multiplication and spread of an
agent from one host to another. This is also called con-
tact spread and may be direct, indirect, or by droplets (see
Section 7). This is most often human-to-human spread, but
could involve animal or arthropod intermediates. Here, the
epidemic curve depends on the number of susceptibles,
the degree of contact with an infected host, the incuba-
tion period of the disease, the mechanism of transmission,
the portal of entry, and the infectiousness of the causative
agent. In either common-source or propagated outbreaks, the
epidemic decreases or stops when (1) the number of suscep-
tibles effectively exposed to the source is diminished by nat-
ural attrition, by immunization, by antibiotic prophylactics,
or by actual development of the disease itself; (2) the source
of infection is eliminated; or (3) the means of transmission is
interrupted.

3.2. Investigation of an Outbreak

The general strategy in the investigation of an outbreak
includes establishing whether an epidemic actually exists,
determining its extent, identifying the circumstances under
which it occurred (e.g., time, place, person), evaluating its
probable mode of spread, and initiating the steps to be taken
for its control. Notification to appropriate health authorities
should be made and help in epidemic investigation sought,
if needed, from appropriate national or state disease control
agencies; written reports should be prepared and distributed.
News releases should be prepared to inform but not unnec-
essarily alarm the public. The epidemiologist, clinician, and
laboratory experts all have roles in the analysis and manage-
ment of an epidemic. The specific steps in epidemic investi-
gations are presented in Table 3.

Table 3. Steps in the Investigation of an Epidemic

—_

. Determine that an epidemic or outbreak actually exists by comparing
with previous data on the disease
2. Establish an etiologic diagnosis if possible; if not, define the condition
epidemiologically and clinically. Collect materials for isolation and
serological test, and data from sick and well-exposed persons
3. Investigate the extent of the outbreak by a quick survey of hospitals,
physicians, and other sources and its basic epidemiological
characteristics in terms of time, place, person, probable method of
spread, and the spectrum of clinical illness. Prepare a spot map of cases
and an epidemic curve. Call in outside help if needed
4. Formulate a working hypothesis of the source and manner of spread as
a basis for further study
5. Test the hypothesis by determining infection and illness rates in
persons exposed or not exposed to putative source(s) of infection by
questionnaire, interview, and laboratory tests. Try to isolate the agent
from the putative source(s)
6. Extend epidemiological and laboratory studies to other possible cases
or to persons exposed but not ill
7. Analyze the data and consider possible interpretations
8. On the basis of the analysis, initiate both short- and long-term control
measures
9. Report the outbreak to appropriate public health officials
10. Inform physicians, other health officials, and the public of the nature of
the outbreak and the ways to control it

3.2.1. Determination of the Presence of an Epi-
demic. An epidemic or outbreak is usually defined as a
substantial increase in the number of cases of a disease in
a given period of time for that particular geographic area;
e.g., an increase in the number of deaths from influenza and
pneumonia that exceeds by 2 standard deviations the aver-
age experience for that week over the past 5 years is said to
indicate an influenza outbreak.

A clinical diagnosis confirmed by laboratory findings is
most important in determining whether a specific disease has
exceeded the number of previously recorded cases. Unfor-
tunately, a laboratory-proved diagnosis may be difficult or
impossible to establish, especially early in an epidemic.

A clinical and epidemiological definition including the
key features of the disease may be needed as a guide to
reporting and for disease recognition until the etiologic agent
is identified and appropriate methods are developed for isola-
tion of the agent and/or its serological identification. Recent
examples of the use of this type of definition are Legion-
naires’ disease, toxic shock syndrome, and AIDS. Even
when the causative agent is known and laboratory tools for
diagnosis are available, the disease may not be reportable,
thus making comparison with past experiences impossible.
On a practical level, any apparent concentration in time
or geographic area of an acute illness of marked severity
or with unique clinical features involving the respiratory,



gastrointestinal, skin, or central nervous system deserves
evaluation. In the absence of a specific diagnosis, a simple
working definition of a case should be established on the
basis of available clinical and epidemiological data. It should
be concise and clear-cut. The number of such cases should
then be determined by a quick telephone or record survey
of hospitals, clinics, and appropriate practicing physicians in
the area. If the epidemic seems to be widespread, as with
influenza, a random telephone survey of homes may give an
estimate of the attack rate. The rate of absenteeism from key
industries and schools may also help define the magnitude of
the outbreak.

3.2.2. Determination of the Circumstances Under
Which the Outbreak Occurred. This often involves two
phases: a preliminary assessment based on available data and
a more intensive investigation when the situation is better
defined.

3.2.2.1. Preliminary Assessment. This is usually
based on existing clinical records. In addition to the key
clinical features, the age, sex, race, occupation, home and
work addresses, unusual behavioral or cultural characteris-
tics, date of onset, recent travel, and functions attended by
others in the group in the recent past should be recorded.
A time graph is drawn of the epidemic cases by date (and
maybe time) of onset, from which the incubation period
may be estimable. The time from the onset of the first cases
to the peak may give a clue to this, as will unique or single
exposures to the presumed source of infection. A spot map
(place) may reveal clustering of cases or a relationship to a
common source in the environment (food, water, air, anthro-
pod). The data are analyzed to identify the persons at highest
risk or some common denominator of risk and to postulate
the most likely means of transmission. Early identification of
a common-source outbreak is most important for instituting
control measures. This might be a single (point) exposure,
as in a food outbreak, or a continued exposure, as in a con-
taminated water supply. Person-to-person spread, airborne
transmission, arthropod-borne spread, and zoonotic disease,
especially of domestic animals, should be considered.

Appropriate materials for laboratory investigation
should be collected early in the outbreak, such as throat
washings, stool specimens or rectal swabs, blood for culture,
and an acute-phase serum sample. A public health or hospital
laboratory should be consulted in this endeavor. Since anti-
body to an infectious agent may already be present in many
persons already ill in an outbreak, it may be desirable for
baseline antibody levels to collect serum from other unex-
posed persons or from those incubating the disease, such
as other family members or neighbors. A higher geomet-
ric mean antibody titer to a specific agent in ill compared
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to unexposed persons implicates that agent in the epidemic.
Appropriate samples from the environment (water, food) or
from possible vectors (mosquitoes, lice) should also be col-
lected for isolating the agent.

On the basis of this preliminary assessment, a hypoth-
esis of transmission may be formulated and recommenda-
tions for immediate control and isolation techniques made.
Surveillance plans for identifying added cases may be drawn
up, the appropriate environmental data assembled (water,
milk, food, air), and questionnaires prepared for cases and
controls (if a case—control study is to be conducted) in a fash-
ion permitting easy analysis (marginal punch cards, com-
puter). Standardized forms for foodborne outbreaks are avail-
able from state health departments and the CDC.

3.2.2.2. Intensive Study. This analysis should confirm
or negate the hypothesis. The questionnaires prepared for
this phase should include all possible circumstances under
which the epidemic occurred and be administered to those
ill, those exposed but not ill, and a comparable group neither
exposed nor ill. Sera and other materials should be collected
from these groups for antigen and antibody tests. The com-
pleted questionnaires may then be analyzed for comparison
of attack rates (illness rate) in the three groups and as related
to various risk factors. Antibody analysis of sera taken at
the time of the outbreak and of those taken 2-3 weeks later
may not only confirm the diagnosis but also identify the
occurrence of infection in persons who were exposed but did
not become ill. It may be possible to identify the specific
nature of an ongoing outbreak by comparing the geometric
mean antibody titer of those patients who are acutely ill with
that of other patients already convalescing or by comparing
the titer of those not exposed with that of those who are
ill. More intensive study of the environment, insect vectors,
and animal reservoirs may be needed. The analysis should
include hypotheses to find the one that best fits the available
data.

On the basis of this appraisal, control measures, includ-
ing immunization programs, and other preventive measures
should be initiated. Irrespective of whether the causative
agent can be identified or not, the key element is the inter-
ruption of the chain of transmission. A written analysis of
the epidemic should be given to the appropriate authorities. If
no causative agent can be identified, then the acute and con-
valescent sera and material for antigen identification should
be frozen for later study when new etiologic agents or lab-
oratory techniques are discovered. A good example of the
benefit of this procedure is its use in retroactively identifying
several outbreaks of Legionnaires’ disease that had occurred
prior to the outbreak in 1976 in Philadelphia, from which the
organism was first isolated.®
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3.3. Example of Investigating a Foodborne Outbreak

An outbreak of illness characterized by diarrhea, abdom-
inal cramps, and little or no fever involved 366 college stu-
dents on February 24, 1966, in a new dormitory complex
at the University of Wisconsin.®? A quick assessment indi-
cated that illness was confined to students who ate in three
of six dining halls that served food from a common kitchen
to 3,000 students. No other dormitories were involved, and
the cases were sharply limited in time. The epidemic curve
shown in Figure 1 indicates a peak incubation of 14 h. Stool
specimens were obtained both from ill and healthy students
and from food handlers. Samples of leftover items of food
were not available; however, refrigerated samples of rou-
tinely collected food items were found for testing. Food
menus for the preceding evening revealed that the three din-
ing halls in which ill students had eaten offered a choice of
fish or roast beef with gravy, whereas the other three dining
halls had a choice of hamburger or fish; the other food items
were common to all six dining halls. On the basis of this pre-
liminary assessment, the hypothesis was formulated that this
was a foodborne outbreak due to an agent with an average
incubation period of about 14 h (range 10-20 h) that was
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present in or introduced into one or more of the food items
served exclusively in the three dining halls where students
became ill. The laboratory was notified of this as a guide
to its tests. For more intensive investigation, questionnaires
concerning foods eaten, time of onset, and the clinical symp-
toms were distributed to both sick and well students who
ate in the three dining halls. They were returned by 366 ill
and 740 well students, representing all the ill and two thirds
of the well students. The clinical data indicated that the ill-
ness lasted less than 24 h and was characterized mainly by
diarrhea; about half the ill students complained of abdominal
cramps. Nausea, vomiting, and fever were rare. The average
incubation period was too long for a staphylococcal toxin,
and the clinical features would be unusual for Salmonella or
Shigella.

An analysis of food items is given in Table 4. The evi-
dence incriminating a food is usually based on the great-
est difference in percentage ill between those who ate and
those who did not eat a given food. In this outbreak,
69.9% of those who ate beef with gravy became ill com-
pared to 4.9% who did not eat this item who became ill;
furthermore, no one who ate beef without gravy became

16 18 20 22 24 26 28 30

Hours between meal and onset

Figure 1. Epidemic curve of outbreak of Clostridium perfringens in a food outbreak involving 366 students at the University of Wisconsin. From

Helstad et al.3®
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Table 4. Analysis of Attack Rate for Different Foods Eaten in a College Outbreak of Diarrhea”

Ate food Did not eat food
11 11
Difference between ill

Food item Number  Number  Percent  Number  Number  Percent and non-ill (percent)
Fish 391 16 4.1 715 340 47.6 -
Hamburger 188 15 8.0 918 351 38.2 -
Beef

With gravy 479 335 69.9 627 31 4.9 65.0

Without gravy 48 0 0 1,058 366 34.6 -

“Derived from Helstad et al. 30)

ill, thus clearly incriminating the gravy as the likely source.
The gravy as well as other foods available was negative on
aerobic and anaerobic culture. Mouse-inoculation tests for
toxin in the gravy were also negative; however, it was not
known whether the gravy sample tested was from the incrim-
inated meal or was set aside from a fresh gravy preparation.
Laboratory analysis of fecal samples yielded the answer.
Stool specimens from 19 of 20 ill students were positive for
heat-resistant Clostridium perfringens, as was 1 of 24 stools
from food handlers; no stools from 13 healthy students who
had not eaten beef with gravy were positive. The organisms
were isolated in thioglycollate broth after being heated 1 h in
a boiling water bath. It was learned later that approximately
27 gal of bone beef stock had been kept overnight in the
refrigerator in 9 gal plastic bags, mixed with 7 gal of fresh
beef stock the next day, heated to a rolling boil, and served
separately from the roast beef. Apparently, the inadequate
heating of a heat-resistant preformed toxin in a very large
volume of fluid had failed to destroy it. The control mea-
sures instituted were to prohibit future use of leftover gravy
stock and to heat all items in smaller containers. C. perfrin-
gens food poisoning has an incubation period of 8-22 h with
a peak of 10-14 h, closely fitting the outbreak described.

4. Agent

This book deals with microorganisms classified under
“Lower protists (Prokaryotic): Bacteria.” This grouping
includes also the Chlamydiae (Bedsoniae) and the Rick-
ettsiae, which are somewhat smaller than bacteria and are
intracellular parasites.®! Viruses, while classed as microor-
ganisms, are sharply differentiated from all other cellular
forms of life; they consist of a nucleic acid molecule, either
DNA or RNA, that is enclosed in a protein coat or capsid. The
principal groups of bacteria are presented in Table 5, which
are derived from an “informal classification” presented by

Jawetz et al.®" in their excellent Review of Medical Micro-
biology, to which readers are to referred for discussions of
microbiology, immunology, and host—parasite relationships.
The new, beautifully illustrated book, Medical Microbiology,
by Mims et al.®? is also highly recommended.

The characteristics of microorganisms of epidemiolog-
ical importance include those concerned with transmission
through the environment, the development of infection, and
the production of clinical disease. Table 6 summarizes some
of these characteristics of bacteria, which include species
pathogenic for humans.

4.1. Characteristics of Organisms That are Involved
in Spread Through the Environment

For the spread of infection, a sufficient number of
organisms must enter and survive transport through the envi-
ronment to reach another susceptible host. Resistance to
heat, UV light, drying, and chemical agents is important for
survival of bacteria in nature. Some organisms such as Vib-
rio cholerae and L. pneumophila can survive for months
in water, even in distilled water; others, such as Bacillus
anthracis, attain survival through highly resistant spores.
Organisms capable of actual multiplication within the envi-
ronment in soil, plants, food products, milk, and elsewhere
have an advantage for survival. The capacity to infect a
nonhuman host such as animals or birds, or to be trans-
ferred through an insect vector such as the Rickettsiae,
offers alternative pathways for the persistence and spread of
microorganisms.

4.2. Characteristics of Organisms That are Involved in
Production of Infection

Once bacteria have survived transport through the
environment or intermediate host to reach a susceptible
human host, several features of the bacteria are important in
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Table 5. Key to Principle Groups of Bacteria Including Species Pathogenic for Humans*

Characteristics

Genera

I. Flexible, thin-walled cells with motility conferred by
gliding mechanism (gliding bacteria)
II. Same as I but with motility conferred by axial filament
(spirochetes)
III. Rigid, thick-walled cells, immotile or motility conferred
by flagella
Mycelial (actinomycetes)
Simple unicellular
Obligate intracellular parasites
Free-living
Gram-positive
Cocci
Nonsporulating rods
Sporulating rods
Obligate aerobes
Obligate anaerobes
Gram-negative
Cocci
Nonenteric rods
Spiral forms
Straight rods

Enteric rods
Facultative anaerobes

Obligate aerobes
Obligate anaerobes
IV. Lacking cell walls (mycoplasmas)

Treponema, Borrelia, Leptospira

Mycobacterium, Actinomyces, Nocardia, Streptomyces

Rickettsia, Coxiella, Chlamydia

Streptococcus, Staphylococcus
Corynebacterium, Listeria, Erysipelothrix

Bacillus
Clostridium

Neisseria

Spirillum
Pasteurella, Brucella, Yersinia, Francisella, Haemophilus,
Bordetella, Legionella

Escherichia (and related coliforms), Salmonella, Shigella,
Klebsiella, Proteus, Vibrio

Pseudomonas

Bacteroides, Fusobacterium

Mpycoplasma

“Derived from Jawetz et al.(31)

the initiation and development of infection. One is the infec-
tiousness, expressed as the ratio: number infected/number
susceptible and exposed. A second is pathogenicity, a term
used to denote the potential for an infectious organism to
induce disease. It can be expressed quantitatively as follows:
number with disease/number infected. The determinants of
pathogenicity include mobile genetic elements such as plas-
mids, bacteriophages, and transposons.®® The pathogenic
process is complex and represents sequence of events in
which many components are involved.®* The adherence of
organisms to host surfaces is a highly specific and essential
step for subsequent events to develop. Epithelial surfaces
provide appropriate sites for many bacteria. M. pneumoniae
and Haemophilus influenzae find attachment sites in the
respiratory epithelium, Neisseria gonorrhea in the urethral
epithelium, and many enteric organisms (V. cholerae, E. coli,
Salmonella typhosa, Shigella flexneri) in intestinal or colonic
epithelium. Pathogenic organisms must possess characteris-
tics that protect them against such host defenses as mucus
and phagocytic cells. These protective features of the bacteria
themselves include polysaccharide capsules (pneumococci,

Klebsiella, Haemophilus), hyaluronic acid capsules and M
proteins (B-hemolytic streptococci), and a surface polypep-
tide (B. anthracis). Toxins and certain extracellular enzymes
may be important in the establishment of infection and in
spread through tissues. The latter include collagenase (C.

perfringens), coagulase (staphylococci), hyaluronidases
(staphylococci, streptococci, clostridia, pneumococci),
strepto-kinase or fibrinolysin (hemolytic streptococci),

hemolysins and leukocydins (streptococci, staphylococci,
clostridia, gram-negative rods), and proteases (Neisseria,
streptococci) that can hydrolyze immunoglobulins, such
as secretory IgA.®% These surface properties and enzyme
production contribute to the invasiveness of an organism.

4.3. Characteristics of Organisms That are Involved
in Production of Disease

Disease is a rare consequence of infection. Usually, the
presence of microorganisms on various surfaces of the body,
their colonization on or in diverse epithelial cells, and their
multiplication are unattended by signs of clinical disease.



Table 6. Bacterial Characteristics of Epidemiological
Importance®

Epidemiological aspects Bacterial characteristics

1. Features involved in spread
through the environment

Number of organisms released by
infected host
Resistance to physical environment
(e.g., heat, UV, moisture)
Ability to multiply within
environment
Ability to infect intermediate host or
insect vector
2. Features involved in initiation Host range of organisms
and development of infection
Genetic makeup and antigenic
diversity
Infectivity of organism
Pathogenicity of organism
Number of organisms entering host
and the portal of entry
Enzymes involved in spread through
tissues
3. Features involved in production ~ Most characteristics under (2)
of clinical disease
Virulence of organism
Invasiveness of organism
Production of endo- and exotoxins
Immunopathologic potential

“Host attributes are considered in Table 7.

As with most viruses, infection without disease is a com-
mon outcome. However, since infection is a necessary basis
for disease (excepting ingestion of preformed toxin), the
attributes of organisms that are involved in infection are also
important in clinical illness (see Section 4.2 and Table 6).
The term virulence is used as a quantitative expression of
the disease-producing potential of a pathogenic organism.
Molecular studies of the determinants of virulence include
how agents enter epithelial cells, a property that may be car-
ried in different ways. In enteroenvasive E. coli it may be on
a large plasmid, whereas for Yersinia pseudotuberculosis it
is by a small DNA segment of the bacterial chromosome.>
This property may be exchanged between bacteria, making
noninvasive bacteria invasive.

Some organisms may lose apparent virulence if their
structural identity is too close to the host’s carbohydrates (for
which the term camouflage strategy has been suggested). The
factors that result in disease in an infected person are also
determined by the host, as discussed in Section 6. Those that
relate to the organism are invasiveness, the production of tox-
ins, and the induction of an immune response that usually is
beneficial but sometimes is detrimental to the host.

Invasiveness does not always correlate with disease and
a widely disseminated organism does not always induce
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illness, but the wide distribution of a pathogen and its con-
tact with many cells provide the potential amplification of
any detrimental host response. That wide dissemination and
a large number of organisms, even in the bloodstream, do not
inevitably lead to toxemia is exemplified by the minimal host
response evoked by large numbers of Mycobacterium leprae
bacilli in the blood in lepromatous leprosy.

Organisms that produce endotoxins or exotoxins are
likely to produce disease, since most are toxic to cells
and evoke inflammatory responses. The exotoxins liberated
by many gram-positive bacteria cause local cell and tissue
injury; some damage phagocytic cells and thereby facilitate
the spread of the organism. Examples include Clostridium
welchii, Clostridium botulinum, C. tetanus, Corynebac-
terium diphtheriae, S. dysenteriae, V. cholerae, B. anthracis,
Bordetella pertussis, Streptococcus pyogenes, and Staphylo-
coccus aureus.®*® Some exotoxins are directly responsible
for the characteristic clinical features of the disease, some
are antiphagocytic, and some promote spread in tissues. They
cause little or no fever in the host. Endotoxins are an inte-
gral part of the cell wall of gram-negative organisms. They
are liberated in soluble form both during bacterial growth
and presumably during death and disintegration of the organ-
ism. Endotoxins are strong immunologic adjuvants. They
may produce fever in man and many other vertebrates; the
pyrogenic action is mediated by a product synthesized by
monocytes (“endogenous pyrogen”) that acts on the ther-
moregulatory center in the hypothalamus. Other endogenous
agents, such as prostaglandins and catecholamines, may also
play a role. The lipopolysaccharide (LPS) is the most impor-
tant component of endotoxin and is composed of a core
polysaccharide common to many gram-negative bacteria, an
O-specific polysaccharide conferring virulence and serolog-
ical specificity, and a lipid A portion, mainly responsible for
toxicity.®> The effects of endotoxins appear to be mediated
through leukotrienes, prostaglandins, and cachectin/TNF.
Cachectin, which is identical to tumor necrosis factor,®? is
indistinguishable functionally from lymphotoxin, a product
of activated T cells. This protein is produced by macrophages
and by T cells in response to bacteria, viruses, and parasites
and also occurs during cancers, resulting, in order of increas-
ing dosage, in the following sequence of events: inflam-
mation, cytotoxicity, cachexia, organ failure, irreversible
shock, and death. There is a synergism between it and
interleukin-1 in this phenomenon. Monoclonal antibody to
cachectin/TNF can inhibit these responses and glucosteroids
can also prevent endotoxin deaths. The gene for cachectin
has been identified, and when put into hamster ovarian cells
and then into nude mice results in cachexia. Despite these
deleterious effects, cachectin/TNF in small doses appears to
be beneficial in serving as a growth factor for macrophages
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and as a tissue remodeler, a role for which it may have
been designed in nature. It is not clear whether all these
effects are mediated directly by cachectin/TNF or through
mediators released by them. With large doses of endo-
toxins, there is also an effect that produces vascular col-
lapse and death. Unlike exotoxins, endotoxins are heat-stable
and are not fully convertible to protective toxoids. Endo-
toxins are normally released by many gram-negative bac-
teria in the intestines of healthy individuals, presumably
absorbed in small amounts, and degraded by the Kuppfer
cells. This occurs without pathological consequences on a
continual basis and has a beneficial effect in stimulating
the development of the immune system in the immature
individual.®¥

Exotoxins are excreted by living cells, are quite unsta-
ble to heat, and consist of polypeptides of molecular weights
from 10,000 to 900,000. They are highly antigenic and result
in high titers of antitoxin that can neutralize the toxin. This
antigenic property is useful in immunization with toxins ren-
dered nontoxic by formalin, heat, and other methods. Dif-
ferent toxins produce disease via different mechanisms."
C. diphtheriae toxin results in inhibition of protein synthe-
sis and necrosis of epithelium, heart muscle, kidney, and
nerve tissues. The toxin of C. tetani reaches the central ner-
vous system by retrograde axon transport where it increases
reflex excitation in neurons of the spinal cord by blocking
an inhibitor mediator. C. botulinum exerts its effect on the
nervous system by blocking the release of acetylcholine at
synapses and neuromuscular junction. Gut organisms, such
as Clostridium difficile, produce a necrotizing toxin that leads
to antibiotic-associated colitis, and that of S. aureus stim-
ulates neural receptors from which impulses are transmit-
ted to medullary centers controlling gut motility. V. cholerae
toxin binds to ganglioside receptors on the villi of the small
intestine, leading to a large increase in adenylate cyclase and
AMP concentrations and the resulting massive hypersecre-
tion of chloride and water and the impairment of absorption
of sodium that characterizes the severe diarrhea and acido-
sis of cholera. Other toxins, such as that of hemolytic lyso-
genic streptococci, result in the punctate maculopapular rash
of scarlet fever.

The production of clinical disease through immuno-
pathologic mechanisms is more important for viral than for
bacterial infections, but there are some examples of the
latter. In streptococcal infections, antibodies may develop
against an unknown component of the organism that is
antigenically similar to heart muscle, leading to myocardi-
tis. Immune complexes may also form, deposit in the kid-
ney, and result in glomerulonephritis. In infections due to
M. pneumoniae, the production of “heterophile” antibodies

against human O erythrocytes (cold agglutinins) occasion-
ally leads to acute hemolytic anemia. In primary infections
by M. tuberculosis, the pathological picture is dominated by
a vigorous and persistent cell-mediated immune response to
the invading organism. The inflammatory, pathological, and
immunologic processes of the host culminating in disease
may be detrimental both to the host and to the microor-
ganism. A successful parasite is one that leads to the least
host response. For a more detailed discussion of micro-
bial virulence factors, readers are referred to recent texts
on infectious diseases and microbiology*>3® and to recent
articles.34+3%

5. Environment

The external environment provides the setting in which
the agent and host usually interact and is the usual means
of transmission between the two. The effects of the envi-
ronment on the organism itself are discussed in Section 4.1.
The environment also contains the physical and biological
mechanisms required for spread. The former includes air,
water, and food and the latter animal, bird, and insect
vectors. For some bacterial infections, the primary host is
not man but some other living creature in the environment.
This includes anthrax, brucellosis, leptospirosis, Lyme
disease, Q fever, bubonic plague, Rocky Mountain spotted
fever, salmonellosis, and tularemia. For infections involving
insect transmission such as louse-borne typhus, Rocky
Mountain spotted fever, and bubonic plague, the humidity,
temperature, vegetation, and other factors in the environment
may play a central role in limiting the occurrence of the
infection to well-defined geographic areas favorable to the
vector. Through climatic factors, the environment exerts
an influence on exposure of the host to microorganisms.
Warm weather and tropical climates result in recreational
and occupational exposures to water, sewage, swimming
pools, wild animals, and insects; they promote spread of skin
infections in unclothed persons with abrasions on their skin.
Certain organisms grow or survive better in warmer envi-
ronments, especially enteric organisms. Intestinal infections
flourish under such conditions. Inadequate refrigeration
leads to foodborne outbreaks. Epidemics of Legionnaires’
disease appear to depend on a chain of warm weather events.
These include appropriate temperature and humidity for the
organism to grow in soil or water, the contamination of a
water-cooling tower or air conditioner, and airborne carriage
or propulsion of the organism to susceptible humans,
frequently in an enclosed environment (e.g., hotel, hospital,
institution, club); July and August are good months for this.



The colder winter months, as well as school seasons in tem-
perate climates of the northern hemisphere, bring individuals
into close contact in a closed environment, facilitating
spread of infections by the respiratory route. This includes
bacterial infections of the central nervous system such as the
meningococcus, H. influenzae, and pneumococcus organ-
isms as well as true respiratory infections such as pertussis,
bacterial and mycoplasmal pneumonias, tuberculosis, diph-
theria, and streptococcal pharyngitis—tonsillitis. The peak
period of different disease varies from one season to another.
For example, pertussis and M. pneumoniae infections tend to
occur most commonly in the fall and streptococcal infections
in the spring. In addition, longer-term temporal trends in
infection and disease occur within the same environment (as
discussed in Chapter 2, Section 8.2). These changes reflect
the complex interplay of agent, host, and environment. New
strains of the organism, environmental alterations, varying
behavioral patterns of the host, and the degree of immu-
nization practice may change the pattern from one season to
another.

The particular environmental setting—the macro- or
microenvironment—also influences disease occurrence
and its clinical patterns. In hospitals, certain types of skin,
wound, and urinary infections are common, and their
severity may be enhanced in persons who are already ill with
another disease or are receiving immunosuppressive therapy.
Antibiotic-resistant organisms are frequent in this setting.
In prisons and in institutions for the mentally retarded or
ill, low levels of personal hygiene and crowding contribute
to the spread of respiratory, intestinal, and skin infections.
Exposure in meatpacking and slaughterhouses or tanneries,
or travel to developing countries, involves the risk of infec-
tion by various bacterial agents within that environment.
With regard to children, the day-care center is posing an
increasing hazard for them, as well as their parents for
certain infectious diseases, especially respiratory and intesti-
nal infections.*” However, for young children infection
is much more common than disease. For example, among
10,860 case contacts of an index case of H. influenzae type
b infection in day-care centers, none of whom had received
rifampin chemoprophylaxis, no clinical disease developed
over an average 60-day observation period, although the
carrier state was common.*! Thus, rifampin prophylaxis of
contacts may be unnecessary in these settings, although some
other investigators disagree with this. For HIV infection,
the environments of the brothel, the bar, and the bathhouse
have provided ready transmission of this and other sexually
transmitted infections, as has the “shooting gallery” of intra-
venous drug abusers. Travel to or residence in developing
countries may result in exposure not only to specific tropical
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infections such as malaria, schistosomiasis, and cholera but
also to many common respiratory and intestinal infections
that the traveler might not encounter in a more hygienic set-
ting. Even the homebody working in the garden or walking
in the woods near home in endemic areas may be exposed
to the bite of the deer tick or related species and become
infected with Borrelia burgdorferi, the cause of Lyme
disease.

6. Host

The occurrence of infection depends on exposure to a
source of infection and on the susceptibility of the host. The
development of disease in an infected person depends largely
on factors intrinsic to the host, although some properties of
the organism itself influence this. Some of the host factors
are presented in Table 7.

They have been called the “clinical illness promotion
factors.”® Exposure to a pathogenic organism depends on
characteristics of the human host that result in contact with
sources of infection within the environment or that promote
person-to-person spread. The behavioral pattern of the indi-
vidual at different ages brings varying types of exposure in
different seasons, cultures, and geographic areas. Personal
habits such as intravenous drug usage or sexual promiscuity
are also determinants of exposure. The family unit comprises
an important setting for exposure and spread of infectious
agents. The genetic background, nutritional habits, cultural
and behavioral patterns, and level of hygiene within families
create common patterns of exposure. The number and age
of family members and the degree of crowding within the
home also affect the transmissibility of infection. Hospital-
ization or institutionalization brings new exposures in closed
environments. Heightened person-to-person contact and a
mixture of susceptibles with infected or infectious individ-
uals (carriers) underlie the increased risk of military recruits,
children in day-care centers, and residents of institutions.
Streptococcal, meningococcal, M. pneumoniae, H. influen-
zae type b, and enteric infections are common in such
settings.

Occupational risks involve special types of exposures in
certain occupations. The worker in the abattoir or slaughter-
house, meatpacking industry, or even at the butcher block
is at risk to brucellosis, tularemia, and various parasitic
infections. The sewage and sugarcane worker and the swine
handler are exposed to leptospirosis, the tannery worker to
anthrax, and the hunter to tularemia. The hospital worker is
at increased risk to a variety of infectious agents, of which
HIV is currently of greatest concern, although the risk is
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Table 7. Host Factors that Influence Exposure, Infection, and Disease

Factors that influence exposure
Behavioral factors related to age, drug usage, alcohol consumption
Familial exposure
Hospitalization, especially intensive care
Hygienic habits
Institutionalization: nurseries, day-care center, homes for the elderly and
mentally retarded, prisons and other closed environments

Factors that influence infection, and occurrence and severity of disease
Age at the time of infection
Alcoholism
Anatomic defect
Antibiotic resistance
Antibiotic in tissues
Coexisting diseases, especially chronic

Dosage: amount and virulence of organism to which person is exposed
Double infection
Duration of exposure to organism

Military service

Occupation

Recreation, sports, hobbies

Sexual activity: hetero- and homosexual, type and number of partners
Socioeconomic level

Travel, especially to developing countries

Entry portal of organism and presence of trauma at site of implantation

Genetic makeup, especially influences on the immune response

Immune state at time of infection

Immunodeficiency: natural, drug-induced, or viral (HIV)

Mechanism of disease production: inflammatory, immunopathologic,
or toxic

Nutritional status
Receptors for organism on cells needed for attachment or entry of
organism

extremely small if universal hospital infection regulations are
strictly followed. Hepatitis B infection is also of concern, and
HBYV vaccine should be given to all hospital staff exposed to
blood or blood products.

Race does not usually influence infection if exposure
is equal, but the response to infection may vary, such as
the increased severity of tuberculosis in blacks. However,
the separation of ethnic origin from other cultural, socioe-
conomic, behavioral, and genetic differences is often impos-
sible. Recreational pursuits and hobbies influence exposures
in both internal and external environments. The homemaker
who prepares home preserves improperly may expose the
ingestor to botulism; the home gardener or farmer is at risk
to tetanus or Lyme disease, and the outdoorsman to various
infections of wild animals. The influence of gender on occu-
pational exposures has become of little importance, since
women have entered almost all work areas including mili-
tary life and many hazardous occupations. On the other hand,
pregnancy is attended by special qualitative risks to infec-
tion, more commonly viral than bacterial, to which the male
is not heir. Streptococcal B infections and syphilis are of
special concern to the pregnant woman and her baby. Dif-
ferences between the sexes in the portal of entry of microor-
ganisms may result in different patterns of infection and
disease, as is true in male homosexuals practicing passive
rectal intercourse, in which the risk of infection with HIV is
greatly increased. Genital lesions and discharges from sexu-
ally transmitted infections may also increase this risk in both
sexes.

The socioeconomic level of the individual or the com-
munity affects the frequency, nature, and age at the time of

infection. In developing countries and lower socioeconomic
settings, infectious diseases, especially respiratory and
enteric, constitute a leading cause of illness and death.
The socioeconomic status influences infection and disease
through a complex interaction of hygienic practices, envi-
ronmental contamination, nutritional status, crowding, and
exposure to animal and insect vectors.

Travel is an increasingly important risk factor because
it may bring individuals into new settings, especially tropi-
cal or developing countries. Enteric infections are common
hazards, especially toxogenic E. coli, Campylobacter, ame-
biasis, shigellosis, typhoid fever, salmonellosis, yersiniosis,
and giardiasis. Enterotoxigenic E. coli (ETEC) is the most
common cause and was found in 42% of diarrheal episodes
in Latin America, 36% in Africa, and 25% in Asia. Other
causes are various Shigella and Salmonella species. Campy-
lobacter jejuni, V. cholera, E. histoliticia, Giardia lamblia,
rotaviruses, and Norwalk-like viruses.#? Mixed infections
also occur. Bismuth subsalicylate had reduced the incidence
of traveler’s diarrhea by 65% in one study,*® and its use is
suggested for periods of up to 6 weeks.

Once infection has occurred, a number of factors influ-
ence whether clinical disease will develop and determine its
severity (Table 7, part 2). Most of these factors are intrinsic to
the host, although the dosage, virulence, and antibiotic resis-
tance of the infecting organism play a role (see Section 4),
as does the portal of entry. Entry sites that are close to vital
organs or that permit easy access to invasion of the blood-
stream may result in more severe and complicated infec-
tions. Among the host factors, age at the time of infection is
an important determinant of the frequency of clinical illness



and its clinical features and severity. The presence of chronic
diseases or other infections are risk factors. HIV infection
greatly enhances the risk of opportunistic infections, of the
reactivation of latent agents, and of malignancy.

Transmission of infection to the fetus in utero may
result in fetal death or congenital abnormalities as with
Treponema pallidum. Infections of the newborn such as
those due to Streptococcus B, C. botulinum, and Chlamydia
trachomatis may be severe and fatal. As is true in many viral
infections, bacterial infections in childhood are often sub-
clinical and less well localized than in the adult. The con-
cept of “streptococcosis” illustrates this (see Chapter 34).
In the newborn infant, respiratory involvement from group
A infections is uncommon, although group B streptococci
may cause sepsis and meningitis. In the age group 6 months
to 3 years, group A infections have insidious development
and mild symptoms. In the older infant and preschool child,
a nonspecific streptococcal group A illness may be charac-
terized by low-grade fever, irritability, and nasal discharge,
sometimes accompanied by anorexia and vomiting. Clini-
cal diagnosis is difficult. In the school-age child, upper res-
piratory infections due to group A predominate, and over
half are manifested by the classic features of acute strep-
tococcal pharyngotonsillitis: sore throat, often with tonsil-
lar exudate, pharyngeal edema, dysphagia, enlargement of
the anterior cervical nodes, and systemic symptoms (fever,
chills, malaise). Another 20% may have milder and less
localized illness, and 20% more may have either mild or no
illness.

In general, the highest mortality from infection occurs
very early in life, when immune defense mechanisms are
immature, and in old age when they may be deteriorating.
The clinical response to infection may also be more severe
in conditions that alter or depress immune defenses. These
include infection with HIV, organ transplantation, immuno-
suppressive drugs, and preexisting chronic disease, espe-
cially of the specific target organ of the infection; occurrence
of a viral, parasitic, or other bacterial infection preceding
or accompanying the current illness; and the prior use of
alcohol or tobacco. The vigor and efficiency of the immune
response may alter the host either favorably by control of the
infection or unfavorably by certain immunopathologic pro-
cesses. Genetic traits influence both susceptibility and dis-
ease. Their role in regulating the immune response is an
important but often ill-defined one in relation to the occur-
rence and severity of the clinical disease. In tuberculosis,
clinical illness among those infected has occurred more
commonly in monozygotic twins and zygotic twins, even
when other factors are controlled.*” The nutritional level
also affects host resistance. Malnutrition (especially severe
protein deficiency) adversely affects phagocytosis and other
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primary defense mechanisms, the development of the
thymus, and the efficacy of cell-mediated immunity against
infections such as tuberculosis. In general, antibody for-
mation is not impaired. The precise role of nutrition and
vitamins in infection and disease is not well understood.
Immunity is also influenced by vaccination, whether active
or passive.

In summary, host factors may be divided into three
major stages: (1) those that lead to exposure, (2) those
that lead to infection among those effectively exposed, and
(3) those that lead to clinical disease among those infected.
The concepts of a clinical illness-promotion factor that leads
to clinical illness® and of other, protective factors that result
in subclinical or inapparent illness have been discussed.®
Many of them remain unknown and they remain an impor-
tant challenge to epidemiologists, microbiologists, immunol-
ogists, and geneticists.

7. Routes of Transmission

The major routes of transmission of bacterial infections
are listed in Table 8 in general order of their importance.
Many organisms have several routes. The sequence of spread
usually involves the exit of the organism from the infected
host; transport through the environment via air, water, food,
insect, or animal, with or without bacterial multiplication;
and the entry of a sufficient number of viable organisms into
an appropriate portal of a susceptible host to initiate infec-
tion. For most infectious agents, specific receptors on the cell
surface are needed to permit attachment and multiplication of
the organism. Table 8 is loosely divided into human, animal—
insect, and inanimate sources of infection in order to follow
infection from its source to a human host, but the arrange-
ment is sometimes artificial for those infections that exist
primarily in other species or for those organisms that can
multiply or survive in the natural environment.

7.1. Respiratory or Airborne

Organisms infecting the respiratory tract are either
airborne via droplet nuclei or transmitted via droplets
that are not considered true airborne transmission (see
Section 7.2). The sources of the organisms carried by the
air (droplet nuclei) include animate sources, the respiratory
tract or oropharynx of infected persons, or from infected
lesions of the skin, or from inanimate sources such as from
water-cooling towers, as with Legionella organisms. Their
success in reaching a susceptible host depends on the number
of organisms present, the particle size, the force with which
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Table 8. Transmission of Bacterial Infection”

Route of exit

Route of transmission

Examples

Factors

Route of entry

1. Human source
1.1. Respiratory

1.2. Skin squames

1.3. Gastrointestinal
Enteric fevers

Food poisoning

1.4. Urine

1.5. Genital

1.6. Placental

1.7. Umbilical
2. Animal sources

3. Inanimate sources

Respiratory droplets or
droplet nuclei

RS and fomites

Nasal discharges

RS — droplets

RS — air, fomites

RS — air

RS — droplets

RS — droplet nuclei
Respiratory, direct contact

Direct contact

Close contact

Stool — water
Stool — food

Stool — man

Stool — water, food
Food

Water (swimming)

Water

Sexual contact (hetero- or
homosexual)

Congenital

Direct contact
Infected animal

Bite of tick
Rat flea

Infected placenta via air
Soil, air, water, food

Bacterial pneumonias

Diphtheria
Leprosy
Meningococcus

Pertussis

Plague (pneumonic)

Streptococcal

Tuberculosis

Nosocomial bacterial
infections

Impetigo due to staph and/or
strep

Skin diphtheria

Yaws

Cholera

Salmonellosis

Shigellosis

Typhoid fever

Staph, C. perfringens,
Salmonella, strep, Vibrio
parahemolyticus

Botulism

Leptospirosis

Typhoid fever

Chancroid

Chlamydia
Gonorrhea
Syphilis
Syphilis

Neonatal tetanus

Anthrax

Tularemia

Rocky Mountain spotted
fever, Lyme disease

Bubonic plague

Q fever

Tetanus

Legionnaires’ disease

Close contact or airborne

Carriers

Household contact

Crowding, military recruits,
carriers

Direct contact

Pneumonic case

Close contact, carrier

Household contact

Hospitalization, surgery

Low socioeconomic level,
tropics

‘War wounds

Endemic foci

Water, food, carrier

Food, animal contact

Man to man only

Also food, flies

Inadequate refrigeration or
cooking

Home canning
Infected animals
Poor sanitation
Mostly tropics

Also carriers

Also carriers

Moist surfaces

Up to fourth month of
pregnancy

Poor birth hygiene

Tanning

Skinning, dressing

Outdoor exposure

Infected rat

Cows

‘Wound, childbirth

Warmth, humidity, water
coolers, air conditioners,
potable water supplies

Respiratory

Respiratory, skin?
Skin, repiratory
Respiratory

Respiratory
Respiratory
Respiratory
Respiratory

Nose, respiratory, skin

Skin

Skin
Skin

Mouth
Mouth
Mouth
Mouth

Mouth
Skin
Oral
Urethra

Urethra, rectum
Urethra, rectum
Urethra, placenta
Blood

Cord

Skin, respiratory
Skin, eyes

Skin

Skin
Respiratory
Skin
Respiratory

“This table is representative only and does not include all organisms. RS, respiratory secretions.

they are propelled into the environment, the resistance to
drying, the temperature and humidity of the air, the presence
of air currents, and the distance to the host. Some infections
may be carried great distances from their sources, e.g., Q
fever, tuberculosis, or Legionnaires’ disease. As with viruses,
respiratory-transmitted bacterial infections are difficult to

control. The size of the particles in the aerosol influences its
dispersion distance and the site in the respiratory passages
at which the particles are trapped. Particles larger than
approximately 5 wm in diameter are usually filtered out in
the nose, while those up to 5 wm in diameter are deposited
on sites along the upper and lower respiratory tract.



7.2. Contact

Contact transmission can be direct, indirect, or by
droplets, which due to particle size are not truly airborne.
Direct contact transmission means the agent is transmitted
from an infected person or animal directly to a susceptible
host; indirect contact transmission means the agent moves
from the source to the susceptible host by means of an inan-
imate object. Droplets are infected particles more than 5 pm
in diameter that only travel up to approximately 3 ft through
the air before they infect a susceptible host or fall to a hori-
zontal surface. Direct contact spread includes genital or sexu-
ally transmitted diseases, some gastrointestinal or fecal—oral
spread diseases, and some other diseases such as tularemia
resulting from contact with an infected animal.

Bacterial infections of the skin are transmitted usually
person to person from an infected lesion or via squamae.
They are commonly due to staphylococcus or streptococcus
or a mixture of the two. They are manifested as boils, car-
buncles, impetigo, and erysipelas. They are particularly com-
mon in warm and tropical climates and in settings of poor
hygiene. Yaws, a nonvenereal, contagious disease of the skin
and bones due to Treponema pertenue, is endemic in many
tropical areas and is similarly transmitted; effective eradica-
tion programs with penicillin sponsored by the WHO have
been carried out in many countries. Diphtheritic skin infec-
tions may also occur, especially in tropical climates, and may
contaminate wounds.

7.3. Genital or Sexually Transmitted

The term venereally transmitted is now being limited
to the five classic infections clearly transmitted by sexual
intercourse (gonorrhea, syphilis, chancroid, lymphogranu-
loma venereum, and granuloma inguinale). The newer term,
sexually transmitted diseases (STD), is broader, applies to
both hetero- and homosexual activities, and encompasses all
infections transmitted person to person during sexual activ-
ity. In recent years, C. trachomatis has been identified in this
group as the cause of almost half of nongonorrheal urethri-
tis (see Section 11.2.6 and Chapter 9), and Ureaplasma is
under evaluation; enteric infections are of increasing impor-
tance in male homosexuals. The presence of ulcers due to
STDs enhances the spread of HIV, especially a penile lesion
from syphilis or herpes simplex.

7.4. Gastrointestinal or Fecal-Oral

The fecal-oral route of transmission is a close rival in
frequency to respiratory spread and there are many sources
of infection. A first group is called enteric fevers. Bacterial
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organisms from ill persons or carriers exit via the gastroin-
testinal tract to the external milieu for transmission via water,
food, or direct contact to another individual. They constitute
a major group of bacterial infections. The mouth is the com-
mon portal of entry. Some enteric infections involve only
a human-to-human cycle, such as cholera, typhoid fever,
and shigellosis. Others, such as salmonellosis, Campylobac-
ter infections, and yersiniosis, also involve animal hosts.
A variety of mechanisms may transmit the organism from
the infectious stool to a susceptible person. Cholera is com-
monly transmitted by water, and on occasion by food (such
as undercooked seafood like oysters and clams). Shigellosis
is spread by the fecal route from patients or carriers and
also by food, water, or flies. Typhoid fever is transmitted
by food or water contaminated by the feces or urine from
a patient or carrier and sometimes through contaminated
shellfish or canned goods. Salmonella organisms are widely
disseminated in nature and infect many domestic animals
and birds, providing many potential sources of contamina-
tion of food and, less commonly, of water. Campylobac-
ter fetus subsp. jejuni and Yersinia enterocolitica also infect
many animals, including domestic ones such as puppies, and
can infect exposed humans through direct contact or through
water, milk, or food. For shigellosis, exposure to an infected
human during the acute illness or shortly thereafter is the
main source of infection; here, direct or indirect fecal-oral
contact is usually more important than water or food. There
is no extrahuman reservoir of infection.

A second group of gastrointestinal infections is called
food poisoning. Here, contamination of food may occur from
the feces of an infected person or carrier (food handler), but
other sources of the organism are also common. The animal
food source may be infected (i.e., Salmonella in chickens), or
the organism may be present on the skin of the food handler
(staphylococcus, streptococcus), in the environment (staphy-
lococcus), in the soil (C. perfringens, C. botulinum), or in
raw seafood (Vibrio parahemolyticus).

The transmission of enteric fevers and food poisoning is
largely preventable. A good source of water, proper chlori-
nation or boiling, frequent hand washing, appropriate refrig-
eration of foods, and thorough cooking are effective ways
of interrupting the chain of infection. However, in develop-
ing countries and low socioeconomic settings, neither the
means nor the education to carry them out may be available.
Some may be prevented by immunization. Transmission of
enteric infections by homosexual activity is a newly recog-
nized and important problem in this group, and infection in
HIV-infected patients may result not only from a wide vari-
ety of usual pathogens such as E. coli but also from organ-
isms usually regarded as commensal and nonpathogenic such
as the parasitic infection Cryptosporidium. However, this
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organism caused a massive outbreak related to the public
water supply of the city of Milwaukee in normal hosts.?®
This organism and other related ones are able to pass through
usual water filters and are highly resistant to the usual lev-
els of control. Increased surveillance of their occurrence in
wells and public water systems is currently being carried out
in several states under the auspices of the CDC.

7.5. Urinary

Urinary spread of infection is not common, but may
occur in typhoid fever from an infected person and in lep-
tospirosis from many animal hosts. Water is the common
vehicle of transmission.

7.6. Perinatal

These infections occur at the time of childbirth. In con-
genital infections, the organism is transmitted vertically from
an infected mother via the placenta to the fetus. Congeni-
tal syphilis, rubella, and toxoplasmosis are examples of this.
Infections may occur horizontally from an infected cervix
to the baby as it passes through the birth canal, as in gono-
coccal ophthalmia and chlamydial infections. Infections may
also be acquired immediately after birth, as exemplified by
tetanus neonatorum due to contamination of the newly cut
umbilical cord by soil or a contaminated substance applied
to the umbilical stump.

7.7. Insect Vectors

Rocky Mountain spotted fever is transmitted by the bite
of the tick, which may remain infective for a long time,
and the infection is maintained in nature by transovarian
and transstadial passage. A mite has been implicated as
the means of transmission of rickettsialpox from infected
house mice. The transmission of bubonic (sylvatic) plague
is through the rat flea (mostly Xenopsylla cheopis) from
infected wild rodents. B. burgdorferi, the cause of Lyme dis-
ease, is transmitted by small Ixodes ticks, such as the deer
tick, Ixodes dammini.

8. Pathogenesis

A section on pathogenesis is included in every chap-
ter of this volume that deals with specific infections. Only
a few concepts will be presented here. An excellent book
by Mims,®> entitled The Pathogenesis of Infectious Dis-
eases, should be consulted for details, as well as more recent

articles by him®® and others.333* Recent texts of medi-
cal microbiology®? and infectious diseases®® also contain
excellent discussions.

8.1. Localized or Superficial Infections

Many bacterial infections produce diseases through the
cells with which they first come in contact in skin or epithe-
lial surfaces and remain limited to that area. Tissue dam-
age results from the direct action of the bacteria, microbial
toxins, indirect injury, inflammation, or immunopathologic
processes. Most bacteria have specific attachment sites on
epithelial surfaces (see Section 4.2). Examples of localized
infections include diphtheria and streptococcal infections of
the throat, gonococcal infections of the conjunctiva or ure-
thra, cholera, and most Salmonella infections of the intes-
tine. Many gram-negative bacteria have a limited capacity to
invade tissues and tend to remain localized; some are able
to invade only in debilitated, malnourished, or immunocom-
promised patients. Host antibacterial forces limit the spread
of many bacteria. At the subepithelial level, three important
defense mechanisms are called into play: (1) tissue fluids,
(2) the lymphatic system leading to the lymph nodes, and
(3) phagocytic cells (macrophages) in tissues and polymor-
phonuclear cells in the blood. Each of these mechanisms
depends on the inflammatory response for its action,®> as
manifested by four cardinal signs: warmth and redness due
to vasodilatation, swelling (vasodilatation and exudate), and
pain (tissue distention, pain mediators). Polymorphonuclear
cells enter, as well as macrophages and lymphocytes; exuda-
tion occurs. Tissue fluids provide plasma proteins, including
immunoglobulins, such as IgG, complement, and properdin.
The primary mediators of inflammation include histamine,
5-hydroxytryptamine, and kinins. Prostaglandins E and F are
thought to play a role in the termination of the response.
Microorganisms in peripheral lymphatics are rapidly carried
to lymph nodes, where they are exposed to macrophages lin-
ing the sinus that act as a bacterial filter. Here, too, poly-
morphs, serum factors accumulating during inflammation,
and the initiation of the immune response limit the infec-
tion. The phagocytic cells play a key role in the interac-
tion with microorganisms, ingesting and killing bacterial
invaders. Among the chemotractant factors for phagocyto-
sis are platelet-activating factors, leukotriene B4, C5a, and
certain formyl peptides.®® The details are fully described
by Mims, 3?39 as are the ways in which some bacteria are
able to resist or interfere with phagocytic activity. Organisms
that escape must still face one or two encounters with the
macrophages, as well as other immune mechanisms, before
successfully reaching the venous system.



8.2. Systemic Infections

Organisms that escape phagocytic cells and the other
local defense mechanisms can spread through the tissues
and, more distantly, via the lymphatics and the bloodstream.
Some viruses (herpes, HIV, poxviruses, measles), some rick-
ettsiae (Rickettsia Rickettsii, R. prowazekii), and some bac-
teria (M. tuberculosis, M. leprae, Listeria monocytogenes,
Brucella spp., and L. pneumophila) actually multiply in
macrophages. The toxins, enzymes, and surface components
of bacteria that protect them against phagocytic destruction
and promote invasiveness have been mentioned in Section 4.
It is not clear what exact role the proteinases, collagenases,
lipases, and nucleases produced by bacteria play in the patho-
genesis of infection or which ones are related to nutritional
and bacterial metabolism.

Lymphatic spread may occur from the lymph node,
which serves not only as a focus of phagocytic and immune
forces but also, if these fail, as a focus of dissemination.
These results occur when the lymph flow rate is high from
inflammation of tissues or from exercise of muscles, when
the number of bacterial particles exceeds the filtration rate
or the defense mechanisms of the node or both, and when
phagocytic activity is impaired. In some instances, certain
organisms such as Pasteurella pestis and brucellosis actu-
ally multiply in the lymph node and spread via efferent
lymph channels. In other instances, vigorous inflammatory
responses localize the infection, and the node becomes a
graveyard of dead and damaged bacteria and of tissue cells.

Bloodstream or hematogenous spread is the most
effective mechanism for the dissemination of an infection
throughout the body. Bacteria may exist free in the plasma
(pneumococci, B. anthracis, Leptospira), intracellularly in
monocytes (Listeria, tubercle and leprosy bacilli, Brucella),
or in association with polymorphonuclear cells (many pyo-
genic bacteria). The bacteremia may be transient and with
little or no systemic response, as follows dental extraction
in a healthy person; even a continuous bacteremia may exist
with few toxic signs, as in leprosy where the organism exists
in large numbers inside blood monocytes. On the other hand,
severe systemic manifestations may accompany the presence
of large numbers of organisms in the blood such as the pneu-
mococcus, meningococcus, or group A S. pyogenes. This is
called a septicemia. Bacteria may succeed in setting up foci
of infection in areas where the blood flow is slow enough,
or they may establish multiplication in sites previously dam-
aged by disease or injury, such as Streptococcus viridans on
abnormal heart valves producing subacute bacterial endo-
carditis, or staphylococci in the traumatized long bones of
children may lead to osteomyelitis. Depending on the site of
the infection, the liver and lung may receive many organisms
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during bacterial invasion of the bloodstream. The lung, liver,
spleen, and bone marrow may also serve as important foci
of dissemination of organisms, as in brucellosis, leptospiro-
sis, and typhoid fever. Rashes accompany the dissemina-
tion of many viral and some bacterial infections to the skin.
They may result from localization and growth of the organ-
ism in small blood vessels, producing thrombosis, infarction,
and hemorrhage as in the rickettsial diseases, Rocky Moun-
tain spotted fever, and typhus, as well as the petechial and
purpuric lesions of meningococcemia. Immunopathologic
processes involving sensitized lymphocytes, antibodies, and
immune complexes play a role in many rashes, especially
viral. A bacterial toxin may induce the rash as in scarlet fever.
Some organisms such as T. pallidum in secondary syphilis
extravasate from blood vessels and multiply in extravascu-
lar tissues. This results in highly infectious lesions that dis-
charge to the exterior. Dissemination of 7. pallidum to the
blood—fetal junction in the placenta during pregnancy may
result in infection of the fetus; slow blood flow in the pla-
centa may contribute to this possibility.

Central nervous system (CNS) and meningeal involve-
ment can occur by bloodstream carriage of the organism
to the blood—cerebrospinal fluid junctions in the meninges
or choroid plexus; from there, passive transport occurs into
the flow of fluid from ventricles to subarachnoid spaces
and throughout the CNS. Examples of bacteria that traverse
this barrier and produce meningitis are the meningococ-
cus, tubercle bacillus, L. monocytogenes, and H. influenzae.
Actual spread along peripheral nerves has been shown for
rabies and herpesviruses and is the means of centripetal pas-
sage of tetanus toxin.*>

9. Incubation Period

The period of time from exposure to a source of infec-
tion to the first signs or symptoms of clinical illness is called
the incubation period (IP). It varies with (1) the nature and
dosage of the organism; (2) the portal of entry; (3) the type
of the infection (localized or systemic); (4) the mechanism
responsible for tissue injury (invasion, toxin, immunopatho-
logic process); (5) the immune status of the host, being pro-
longed in the presence of partial immunity; and (6) other
unknown factors individual to the host. The IP has many
uses in epidemiology: (1) it helps define the etiologic agent
in an epidemic; (2) it helps differentiate common source
from propagated epidemics and identify the reservoir and/or
source of the agent; (3) it delineates the period for which
a person exposed to an infection is at risk to develop-
ment of disease; (4) it assists in identifying the period of
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Figure 2. Incubation periods of common bacterial diseases. Derived from Control of Communicable Diseases in Man. (171

infectiousness; (5) it provides a guide to the possible effec-
tiveness of active or passive immunization; and (6) it gives
clues to the pathogenesis of the disease.

The IPs of common bacterial diseases are given in
Figure 2. Signs and symptoms due to preformed toxins or
associated with food poisoning usually occur within 36 h
after ingestion, sometimes as soon as 2—4 h, as in diarrhea
due to Bacillus cereus or staphylococcal contamination of
food. Traveler’s diarrhea due to toxigenic E. coli has an
IP of 12-72 h. Pontiac fever, the term used to describe an
acute febrile disease without pneumonia recognized first in
the Pontiac, Michigan, health department clinic and due to
L. pneumophila, has a peak IP of 36 h, as compared to a peak
IP of 5 days for Legionnaires’ disease (pneumonia). It is not
known whether this difference is due to a larger number of
organisms inhaled in Pontiac fever (unlikely because of the
comparative mildness of the disease), to dead organisms, or
to some other factor.

Diseases due to direct involvement of epithelial surfaces
have relatively short IPs, often under a week, such as strepto-

coccal sore throat, bacterial pneumonias, shigellosis, cholera,
gonorrhea, and chancroid. This is not invariably true, since
diphtheria and pertussis both tend to have an IP of over a
week, sometimes up to 3 weeks, and M. pneumoniae pneu-
monia has an IP of 2-3 weeks. These organisms may be
less pathogenic. Diseases with longer incubation periods in
the range of 2—-3 weeks include systemic infections such as
typhoid fever and brucellosis. The IP of syphilis most com-
monly is 3 weeks, although it may be as short as 10 days.
Leprosy has an extremely long IP of 7 months to over
5 years.

10. Immune Response

A concomitant requirement for the evolution of mul-
ticellular life-forms was the development of methods for
assuring the integrity of self. In the absence of the ability
to recognize and cull out foreign cells, multicellularity could
not have succeeded as a strategy. The mammalian immune




system is probably the most sophisticated antimicrobial
defense in nature and represents the culmination of a billion-
plus years of evolutionary refinement to the methodology of
discriminating self from nonself.

Defense against microorganisms takes place at several
levels in mammals. The term innate immunity refers to var-
ious features of an animal that confer natural resistance to
invasion by microbes. These include physical barriers such
as the skin and mucous membranes, chemical barriers (e.g.,
skin pH, lysozyme in saliva and tears), and the symbiotic
bacterial flora of an animal that discourage colonization by
pathogenic microbes.

Nonspecific immunity involves those processes in the
immune response that do not react to specific individual
foreign bodies and materials (antigens), but react to all
foreign antigens with more or less equal vigor. The non-
specific immune system includes phagocytic cells, such as
macrophages and polymorphonuclear neutrophils, the com-
plement system, natural killer cells, cytokines such as the
interferons and tumor necrosis factors, eosinophils, and
basophils.

The third component of mammalian immunity is
antigen-specific immunity or adaptive immunity. It is this
component that appears to be unique among the vertebrates.
Orchestrated by the lymphocytes, antigen-specific immu-
nity recognizes foreign antigen in a highly specific fashion,
expanding and activating only that subset of lymphocytes
that can directly recognize and engage that precise antigen
and no other. One of the most remarkable features of the
antigen-specific immune system is the breadth of its capac-
ity: The mature human immune system has been estimated to
have the ability to respond discreetly to as many as a billion
different antigens.

What follows is a very cursory overview of the compo-
nents of the human immune system. For readers interested
in more in-depth coverage, consult the general textbooks by
Paul®® or Kuby.4”)

10.1. Nonspecific Inmunity

Nonspecific immunity plays numerous critical roles in
the immune system. Many of the cells involved in nonspe-
cific immunity participate in inflammatory responses and
include macrophages, neutrophils, eosinophils, basophils,
and mast cells. Overt tissue injury, whether caused by phys-
ical insult or invasion by a pathogen, stimulates the release
of chemotactic factors that promote the migration and accu-
mulation of various inflammatory cells at the damage site.
Macrophages and neutrophils, particularly when activated by
T-cell cytokines such as interferon-y (IFN-y), interleukin-4
(IL-4), and granulocyte-monocyte colony-stimulating factor
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(GM-CSF), are aggressively phagocytic cells. In the earliest
phases of an infection, these cells serve to destroy bacteria
and viruses and to mop up any debris, such as dead cells.
Eosinophils are poorly phagocytic but are prominent in para-
sitic lesions, where they may be triggered to release a potent
cocktail of enzymes and chemicals that destroy infecting par-
asites. Basophils and mast cells also have roles in immunity
to parasites, but more as facilitators for the accumulation of
other cells into a lesion.

Complement is a conglomeration of interacting proteins
present in the bloodstreams of all vertebrates that have sev-
eral important roles in nonspecific immunity. Various com-
ponents of activated complement can promote and regulate
inflammation, enhance phagocytosis through improved bind-
ing between the phagocyte and its target, and directly medi-
ate cytotoxicity against cells and microbes. Several cleavage
products of the complement activation cascade (C3a, C5a)
have chemotactic and vasodilatory activity. A cleavage prod-
uct of complement component C3, termed C3b, binds to
specific receptors on macrophages and has lectin-like bind-
ing affinity for many bacteria, thus promoting opsoniza-
tion. Complement activation culminates with the production
of cannulus-like pores that self-insert into cell membranes
(including those of bacteria), leading to colloid osmotic lysis.

Natural killer (NK) cells are a population of large gran-
ular lymphocytes that lack a receptor for specific antigen.
They have a role in the immune surveillance of tumor cells
and are capable of destroying their target cells by inducing
apoptosis or programmed cell death.

Nonspecific immunity often serves to delay the pro-
gression of infection until the adaptive arms of the immune
system have time to respond more specifically and effec-
tively. Nonspecific immune mechanism is also frequently
enhanced through the formation of partnerships with compo-
nents of adaptive immunity. For example, specific antibodies
may bind through specialized receptors to the surface of
phagocytic cells, thus conferring antigen specificity to cells
that otherwise have none. Cytokines secreted through the
antigen-driven activation of T cells may enhance the level
of activity of phagocytic cells or direct them to migrate to
the site where they are needed. The activity of NK cells may
also be enhanced by T-cell cytokines, particularly IL-2.

10.2. Humoral Immunity

There are two compartments of the immune system that
are capable of responding specifically to foreign antigens.
Humoral immunity, mediated by antibody molecules, is gen-
erated by B lymphocytes. Mature B lymphocytes bear spe-
cific receptors for antigen on their surface; the receptor on
each circulating naive B lymphocyte is different from that
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of all others, and each lymphocyte has one and only one
specificity for an antigen. The receptor on the B lympho-
cyte is the immunoglobulin, or antibody, molecule itself, and
upon activation, copies of this antibody are actively secreted.
Since only those B lymphocytes that bind specifically with
the antigens of a given bacterium or virus will be activated,
the population of secreted antibodies that results is also spe-
cific for the invading pathogen.

With one limited exception, B-cell activation is abso-
lutely dependent on the participation of T lymphocytes,
which provide helper activity in the form of cytokines. T-cell
cytokines are required for the activation of the B cell, for
its differentiation into a plasma cell (the antibody-secreting
cell), and for its proliferation (required to maximize the pro-
duction of specific antibody). T-cell-derived cytokines also
direct the class of antibody molecule that a B cell will ulti-
mately produce.

Five distinct classes or isotypes of antibody molecules
are found in the mammalian immune system, each of which
has distinct roles in antimicrobial defense:

1. IgM has at least two important roles in humoral immunity. In
monomeric form, it is expressed on the surface of all mature, naive
B lymphocytes and serves as the receptor for antigen on those cells.
In the circulation, IgM occurs as a pentamer, with five identical sub-
unit antibodies bound together by a protein called J chain. IgM is
the predominant antibody produced during the first exposure to an
antigen. In serum, pentameric IgM has the highest binding avid-
ity of any of the isotypes of immunoglobulin. It is extremely effi-
cient at agglutinating bacteria and is an excellent opsonin, promot-
ing phagocytosis by macrophages and neutrophils. In addition, IgM
is the most effective antibody at activating complement.

2. IgG is the most abundant immunoglobulin in serum, making up
75% of the total serum antibody. It is the predominant antibody
produced in a secondary or anamnestic immune response. Four dis-
tinct subclasses of IgG are recognized. All four subclasses of IgG
can activate the complement cascade, although with widely dif-
ferent efficiencies. In addition, specific receptors for the constant
region of all four IgG subclasses have been identified on a variety
of cell types, including macrophages, mast cells, neutrophils, and
lymphocytes. The combination of antibody with these other cell
types either confers opsonic capacity or leads (in the presence of
specific antigen) to the release of mediators. On lymphocytes, the
binding of immunoglobulin molecules to such receptors appears to
have regulatory functions, such as switching off the secretion of
antibody. IgG is the only immunoglobulin that is capable of cross-
ing the placenta, a process that is mediated by a specific receptor
for IgG located on placental cells. In addition to its other activities,
IgG is the most important neutralizing antibody in the serum, by
virtue of its relative abundance.

3. IgA is the principal antibody found in local secretions. IgA anti-
body can be found in tears, saliva, milk, sweat, lungs, nasal pas-
sages, the urogenital tract, and the gut. IgA plays a crucial role in
the defense of mucosal surfaces, neutralizing bacteria and viruses at
local mucosa before they have an opportunity to invade. The pres-
ence of large quantities of IgA antibody in milk and colostrum
enables the efficient transfer of maternal humoral immunity to

newborn infants. IgA is incapable of fixing complement. It serves
primarily as an agglutinating and neutralizing antibody.

IgA in local secretions occurs as a dimer, bound by J chain.
IgA transport to local mucosa is mediated by a molecule called the
secretory piece, produced by cells adjacent to mucosal sites. IgA
associates with the secretory piece on the cell surface and is endo-
cytosed, transported across the cytoplasm, and deposited at local
mucosa.

4. IgE makes up less than 0.01% of the total serum antibody. IgE is
best recognized for its role in mediating immediate-type hypersen-
sitivity, caused by the degranulation of mast cells and basophils in
various mucosal tissues. IgE has an important role in the response
against parasites. The purpose of the release of vasoactive sub-
stances when IgE bound to the surface of a mast cell or basophil
encounters antigen is to enhance the accessibility of neutrophils
and eosinophils, serum IgG, and complement to the site of para-
sitic infection.

5. IgD has no direct role in mediating defense against infectious dis-
eases. It is present, together with monomeric IgM, on the surface
of all naive B lymphocytes and appears to have a role in primary B
lymphocyte activation.

10.3. Cell-Mediated Immunity

The second compartment of antigen-specific immunity
is cell-mediated immunity (CMI). It is mediated by T lym-
phocytes. T cells are superficially indistinguishable from B
cells. The T-cell receptor for antigen is structurally simi-
lar to the B-cell receptor, and yet the two cell types rec-
ognize specific antigen in fundamentally different ways. B
cells recognize intact antigen and respond with the produc-
tion of molecules that bear an exact copy of the surface
receptor’s binding site. T cells have no capacity for recog-
nizing intact antigen. To engage a T-cell receptor, antigen
first must be processed into small peptides, which are then
inserted into the binding cleft of a major histo-compatibility
(MHC) antigen. The MHC antigens are a highly polymor-
phic family of dual polypeptide proteins, at least some of
which are expressed on nearly every cell type in the body.
Because there are at least several hundred allelic variants of
MHC antigens, and because no human being can express
more than 12 different variants (up to two each of six dif-
ferent subclasses), the likelihood of two randomly selected
individuals expressing the same panel of MHC antigens is
remote in the extreme. Thus, the MHC antigens expressed
by an individual to a very large extent define the property
of self. This is particularly true for T cells. During the pro-
cess of maturation in the thymus, nascent T cells undergo a
rigorous selection process, and only cells displaying an anti-
gen receptor that has a weak binding affinity for one or more
self-MHC antigens are permitted to complete their differ-
entiation into mature T cells. Cells with no affinity for self
and cells with too strong an affinity, i.e., strong enough to
activate a T cell on its own, are destroyed. When a foreign



peptide is inserted into the cleft of an MHC molecule, its
affinity is altered. A small number of T cells, perhaps one
in half a million, will bind to this altered MHC with a high
enough affinity to activate. Thus, T cells are able to recognize
and respond to minute changes in the normal display of self,
as represented by an individual’s unique collection of MHC
molecules.

There are two general effector mechanisms for CMI. The
first, cytotoxic T-cell-mediated lysis, is mediated primarily
by the subset of T cells that express the protein CD8 on their
surfaces. These T cells are restricted to their recognition of
foreign peptide on the surface of a class I MHC molecule,
which are present on most of the body’s cells. Once acti-
vated, these cells recognize their specific combination of for-
eign peptide and MHC on a target cell and have two methods
for dispatching the target. The first involves the deposition of
perforin pores, which bear a striking resemblance to the ter-
minal complement complex, onto the surface of the cell. The
second approach is to induce apoptosis in the target, directing
the cell to essentially commit suicide. Both processes result
in the destruction of the target cell. Cytotoxic T lymphocytes
(CTL), by virtue of their ability to discern the presence of
foreign peptides from microbial pathogens inside of a cell,
are ideally suited for the elimination of intracellular parasites
such as viruses. They are also considered to have an impor-
tant role in the elimination of tumor cells.

Another CMI mechanism is mediated primarily by the
other main subpopulation of T cells, those that express the
protein CD4 on their surface. These T cells are restricted
in their recognition of foreign peptides on class II MHC
molecules. Class I MHC antigens are normally expressed
on only a few populations of cells in the body, chiefly B
cells, macrophages, and dendritic cells. All of these cell types
are capable antigen-presenting cells, since CD4" T cells also
have the central role in the regulation of T-cell responses; the
limited expression of class II antigens in the body is thought
to reflect a safety restraint aimed at limiting the responsive-
ness of immune cells. In addition to providing helper activity
to both B and T cells, CD4" T cells are typically recruited to
the site of tissue damage and infection, where they coordi-
nate and amplify the effectiveness of both specific and non-
specific arms of the immune system.

10.4. Cellular Interaction in Immune Responses

The immune system is arrayed with an arsenal of
weapons capable of causing colossal destruction of tissues
if left unchecked. While it provides an invaluable service
in the defense against microbial invasion and the sponta-
neous development of neoplastic cells, extremely tight con-
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trols are required to ensure that its activities do not escalate
to the point where they become deleterious to the host. As
such, the level of intercellular interaction in the immune sys-
tem is extraordinarily high. As mentioned previously, B-cell
responses are generally not possible in the absence of T-cell
help. If specific cytokines, such as IL-2 for proliferation, are
not made available to the antigen-stimulated B cell, a sub-
optimal response will result. The generation of T-cell help,
in turn, is absolutely dependent on the presence of a suitable
antigen-presenting-cell-bearing peptide on a class II MHC
antigen. Thus, the participation of at least three different
cell types is required to mount an effective immunoglobu-
lin response to antigen. Similarly, a CTL response requires
the participation of both a helper T cell and an antigen-
presenting T cell for the activation of both T-cell help and
the naive CTL.

These cellular interactions take place in at least two
ways. Transmembrane surface proteins on both participating
cell types may come into direct physical contact, potentially
sending an activation signal across the cytoplasmic mem-
brane into both cells. An alternative unidirectional signaling
method is to produce soluble hormone-like proteins known
as cytokines that bind to a specific ligand on their target cell
and send an activation signal across the membrane. A large
number of cytokines have been identified and characterized,
and each cytokine typically has more than one activity, often
depending on the type of cell it engages.

Cellular interactions are not limited to the activation
of immune responses. When a threat to bodily integrity has
been eliminated, there is no continued need for a response.
The action of down-regulating immune responses is termed
immune suppression. T cells are also the critical regulators
for immune suppression. Many of these functions of immune
regulation appear to be performed by discreet subpopulations
of specialized T cells. At last count, there are at least several
functionally distinct subsets of helper T cells, a similar num-
ber of suppressor T cells, and so forth. In addition, function-
ality among T cells does not appear to be set in stone. There
are circumstances in which CD4* T cells perform cytotoxic
function and population of CD8" T cells that serve vari-
ous regulatory functions. Thus, the complexity of interaction
among cells in the human immune system is quite high, and
a meaningful discussion of the current, admittedly limited,
level of understanding of those interactions is beyond the
scope of this overview. Suffice it to say that, under ordinary
circumstances, these interactions serve as a system of con-
trols that ensure the immune system will mount a transient,
surgical strike against any disease threat.

Occasionally, elements of the interregulatory network
break down, sometimes leading to autoimmune disease, a
condition in which the immune system causes damage to
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various host tissues. Such diseases include type I diabetes,
rheumatoid arthritis, and systemic lupus erythematosus.
Autoimmune diseases run the gamut from chronic disabling
conditions to life-threatening diseases.

10.5. The Generation of Diversity in Antigen
Recognition

The immune system presents a great enigma that was
a matter of pure philosophical speculation until only two
decades ago, namely how does the body go about the busi-
ness of preparing a population of cells, each of which bears
a distinct receptor for one of as many as a billion differ-
ent antigens, none of which it has ever seen before? The
two extremes of the philosophical argument went as follows:
(1) One’s genetic material contains the information required
to encode all one billion different specificities for foreign
antigen, and selects from that collection of genes in a ran-
dom fashion; and (2) the genetic material encodes for only a
few antigen receptor genes and the rest of the diversity results
from extraordinarily high rates of mutation. The interesting
feature of these two “obvious” solutions to the enigma is that
neither of them came terribly close to the truth.

Immunoglobulin genes and T-cell receptor genes are
arranged in clusters of subsegments, as shown in the illustra-
tion of an immunoglobulin heavy chain gene map (Figure 3).
The immunoglobulin genes and T-cell receptor genes are
assembled from randomly selected segments into a single
functional gene. The construction of variable region (which

encodes the antigen binding site) of a heavy chain gene,
for example, would involve the co-alignment of one of
approximately 1,000 V gene segments, with one of four
J-segment genes and one of 12 D-segment genes. This results
in 1,000 x 4 x 12 = 48,000 possible heavy chain variable
gene segments. The various segments are aligned through
intrachain recombination events. Recombinational diversity
for the immunoglobulin light chains is somewhat more lim-
ited, providing for approximately 1,000 different light chain
variable genes. Since every functional antibody molecule
is made up of two identical light chains and two identical
heavy chains, the number of different combinations becomes
1,000 x 48,000 or 480,000. Added to that is the fact that
the junction sites between V, J, and D segments vary, lead-
ing to junctional diversity due to single base substitutions
and even short frame shifts. Finally, the mutation rate in the
immunoglobulin gene cluster is approximately fivefold that
of normal mutation rates. All of this is estimated to provide
potential for diversity in the antibody population on the order
of a billion different specificities. The T-cell receptors rear-
range similarly.

11. Patterns of Host Response

The clinician usually deals with persons already ill with
an infectious disease severe enough for them to seek medical
care. The epidemiologist must study not only those clinically
ill but also the full range of host responses that follow infec-
tion. These can vary quantitatively from inapparent infection



to severe illness to death in what is called a biological gradi-
ent. They can also vary qualitatively in different signs and
symptoms that make up different clinical syndromes. The
detection of persons with inapparent or subclinical infection
requires laboratory tests to detect the presence of antibody or
antigen.

11.1. Biological Gradient

When a susceptible host is exposed to a source of infec-
tion, a wide range of quantitative responses may occur.¥
These are often depicted as an iceberg, as shown in Figure 4,
with the largest number of responses occurring subclinically,
below the waterline of clinical recognition. The right side of
Figure 4 represents the responses of the host. These range
subclinically from exposure without successful attachment
or multiplication of the bacterial organism, to colonization
without tissue injury, to infection that evokes a host immune
response but no clinical disease. The existence of these inap-
parent events can be recognized only by laboratory means
such as isolation of the organism or measurement of the
immune response. In viral infections, the ratio of inapparent—
apparent (subclinical—clinical) infection has been determined

Cell response
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through prospective studies correlating the number with an
antibody response to the number clinically ill. The occur-
rence of inapparent infections is also suggested in persons
with antibody but no history of clinical disease. Some infor-
mation has also come from the rate of secondary infection in
families with an index case and from volunteer studies. This
type of information is not available for many bacterial infec-
tions because serological techniques are not as useful and/or
widely employed in measuring infection rates, but a few
examples may be cited. In leptospirosis, serological tests of
persons heavily exposed (veterinarians, abattoir workers) but
without known illness have shown an antibody prevalence
of 16%. This suggests that only 16 of 100 exposed persons
have been infected as manifested by an antibody response.
There are no data for leptospirosis indicating the subclinical—
clinical ratio, but of those clinically ill, 90% or so have an
acute, self-limited illness without jaundice and with good
prognosis; the overall case-fatality rate in 791 cases reported
to the CDC from 1965 to 1974 was 7.7% (see Chapter 20). In
tuberculosis, it was estimated that of the 50,000 clinical cases
reported in 1963, 80% came from the 24 million infected in
previous years and 20% from persons infected the same year
(see Chapter 39).
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In summary, a wide range of quantitative and qualitative
responses can occur on exposure to a pathogenic organism.
The determinants of this pattern lie both in the pathogenicity
and virulence of the infecting organism (see Section 4) and in
the age, genetic makeup, immune response, portal of entry,
and other characteristics of the host (see Section 6).

The left side of Figure 4 is a simplistic expression of the
response to bacterial infection at the cellular level. Cell injury
may result from enzymes and other metabolic products of
bacteria, from toxins produced by them, from entry and mul-
tiplication of the organisms intracellularly, as with M. fuber-
culosis, M. leprae, B. abortus, or as a consequence of the
phagocytic and immunologic defense mechanisms induced
by the infection. Epidemiologically, the message is that most
organisms do not result in cell dysfunction or death and
that the healthy person lives in symbiosis with millions of
bacteria.

11.2. Clinical Syndromes

The host can show qualitative as well as quantitative
differences in response to the same bacterial infection. These
qualitative responses are manifested by different clinical
syndromes, the patterns of which depend on the portal of
entry of the organism, age of the host at the time of infection,
immune status, and other factors. This variation is not as
great with bacterial infections as with viral infections. Many
bacterial infections such as anthrax, cholera, diphtheria,
leprosy, pertussis, tetanus, tularemia, and typhoid fever
present with fairly characteristic clinical features that vary
quantitatively, but not qualitatively, from host to host, and a
diagnosis can often be made on clinical grounds alone. Oth-
ers, such as streptococcal infections, leptospirosis, syphilis,
tuberculosis, and Lyme disease, may involve different tissues
and organs in different persons, resulting in different clinical

presentations, often depending on the site of infection and
the age group involved. On the other hand, there are many
clinical syndromes of diverse cause in which etiologic
diagnosis is difficult on clinical grounds alone. It is here that
epidemiological probabilities will help clinical judgment.
Infections of mucosal and serosal surfaces fall into this
category because of the limited spectrum of local responses
that can result. These can involve the meninges, respiratory
tract, intestinal tract, urinary system, and urethra. Invasion
of the bloodstream (septicemia) by different bacteria also
invokes a common group of signs and symptoms that may
be difficult to differentiate etiologically.

This section will present some of the common causes of
these clinical syndromes that may vary with the age of the
person at the time of infection. Knowing the most common
causes in a given age group may help to establish a tentative
diagnosis and to initiate proper treatment.

11.2.1. Infections of the CNS. Meningitis is a com-
mon clinical syndrome caused by bacteria, viruses, fungi,
and protozoa. The clues that suggest bacterial infections are
polymorphonuclear leukocytosis in blood and cerebrospinal
fluid (CSF) (500-20,000/mm?), low CSF glucose concen-
trations (usually <35 mg/100 ml or CSF-serum ratio<0.5),
elevated CSF protein (80-500 mg/100 ml), and in about
75%, the presence of bacteria in the Gram-stained smear of
a centrifuged sample of CSFE. These findings characterize
purulent meningitis, but may be altered by treatment with
antibiotics so that they resemble nonpurulent bacterial
infections, such as M. tuberculosis and leptospirosis, or viral
meningitis. The etiologic agents that produce meningitis
in different age groups will vary some by geographic area,
year, and socioeconomic level.

The age-specific incidence per 100,000 of various types
of meningitis by age group is presented in Table 9 from an
excellent review article on the diagnosis and management

Table 9. Annual Age-Specific Incidence of Meningitis, United States, 1978-1981¢

Neisseria Haemophilus  Streptococcus Group B Listeria Total
Age meningitidis influenzae pneumoniae streptococcus ~ monocytogenes — meningitis
<1 mo 2.0 6.7 35 44.6 7.6 99.5
1-2 mo 9.1 18.6 5.7 10.0 1.3 56.7
3-5mo 11.5 52.0 11.6 1.4 0.1 83.3
6-8 mo 10.6 65.1 8.0 0.3 0 88.4
9-11 mo 7.9 48.1 4.7 0 0.1 63.3
1-2 yr 3.8 19.0 1.5 25.3
3-5yr 1.8 39 0.5 6.8
5-9yr 0.7 0.7 0.3 2.0
10-19 yr 0.6 0.1 0.1 1.0

“Results are reported as numbers of children with meningitis per 100,000 population.(48) Data were provided by C. V. Broome,

Centers for Disease Control, Atlanta, and by Schlech et al.49)



of meningitis by Klein et al.,*® which incorporates data
from the CDC and a National Surveillance Study by Schlech
et al.*?) The overall incidence of meningitis is highest in the
newborn, drops in the first 2 months of life, and then rises
to high levels between 3 and 8 months of life. Based on a
National Surveillance Study of 18,642 cases reported from
1973 to 1981, H. influenzae accounted overall for 48.3%
of the cases, N. meningitis for 19.3%, and Streptococcus
pneumoniae for 13.3%, totaling 81%.“”) Rates in males
exceeded females (3.3 vs. 2.6 per 100,000). By age, the most
common causes were as follows: in the newborn, group B
streptococcus and E. coli; in infants, H. influenzae type b and
N. meningitidis; in toddlers, similar to the newborn; and in
schoolchildren and adolescents, S. pneumoniae, N. menin-
gitidis, and H. influenzae are the major pathogens in the
decreased number of cases in that age group. An analysis
of 493 episodes in 1993 of bacterial meningitis in hospi-
talized adults over 16 years of age in a Boston hospital
from 1962 to 1988 revealed that 40% were of nosocomial
origin with a mortality of 35%.°% The risk factors included
age > 60 years, obtunded mental state on admission, and
seizures within the first 24 h. Gram-negative bacilli (other
than H. influenzae) caused 33% of these episodes. Of
296 community-acquired meningitis cases, S. pneumoniae
accounted for 37%, N. meningitides for 13%, and L. mono-
cytogenes for 10%. Only 4% of all episodes were due to
H. influenzae.®%

The characteristics of the organisms involved and the
patterns of disease can be found in the individual chapters
of this book. Suffice it to mention here that in the new-
born, most cases of group B streptococci are due to subtype
III, and that infection usually arises from vaginal and rectal
infections of the mother that can lead to a 40-70% infection
rate in the newborn; the K1 antigen of E. coli is involved in
75% of neonatal meningitis, and L. monocytogenes is becom-
ing increasingly important in meningitis in this age group in
several areas of the country.“® In children beyond the new-
born period, head trauma may precede the onset of meningi-
tis and organisms may then enter through the cribiform plate
or the paranasal sinuses. Meningitis may also follow neuro-
surgical procedures or osteomyelitis of the skull or vertebral
column.

Acute bacterial meningitis is a medical emergency, and
it is most important to establish the identity of the infect-
ing organisms as quickly as possible as a guide to antibi-
otic therapy. However, until this is done, a Gram-stained
smear of the CSF should provide a reasonable basis for initial
chemotherapy.

11.2.2. Acute Respiratory Infections. These repre-
sent the commonest causes of morbidity in the developed
world. Their importance as a cause of both morbidity and
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mortality in developing countries has now been recognized,
and major programs of control have been initiated under the
auspices of the WHO. In developing countries, it is estimated
that over 4.5 million children under the age of 5 years die
annually of acute respiratory tract infections (ARI), which
represents some 30% of the 14 million deaths in this age
group yearly.®'% The commonest causes are S. pneumo-
niae (see Chapter 34) and H. influenzae (see Chapter 16). A
study of respiratory infections in children aged 0-59 months
in several different developing countries revealed rates of
12.7-16.8 new episodes of ARI per 100 child-weeks at risk
and 0.2-3.4 for lower respiratory tract infections.®> Case
management intervention strategies using community health
workers have helped reduce the mortality, but many gaps
remain in our understanding of the etiology, epidemiology,
and pathogenesis of these conditions.

Fewer than 10% of acute upper respiratory infections
(AURISs) are due to bacteria in either developed or develop-
ing countries, although in the latter, infections with B. per-
tussis (see Chapter 26) and M. pneumoniae (see Chapter 24)
are important in certain settings. The syndrome of epiglottis
in children aged 6 months to 2 years (up to age 6), how-
ever, is due to a bacterial pathogen, H. influenzae type b in
about 90% of cases worldwide. This is often a serious and
fulminant infection with a high mortality. A vaccine is now
available.

The viruses involved in AURISs in both developing and
developed countries are respiratory syncytial virus (RSV) in
children under 3 years of age, parainfluenza in older children,
and coronaviruses, rhinoviruses, and influenza in all ages.

The syndrome of acute pharyngitis and tonsillitis is due
to streptococcal infections, mostly group A, in about one
fourth to one third of cases, another one third are due to
various viruses, and the remainder are of unidentified cause,
although chlamydial infections may play a role in some
of these.®%7 Streptococcal infections can lead to acute
rheumatic fever; this disease had been disappearing rapidly
in developed countries until very recently when a recrude-
scence was reported in several areas of the United States.
A very invasive streptococcal group A infection producing
a toxic shock-like syndrome has recently been described in
several parts of the world®8% (see Chapter 38). In devel-
oping countries, some 1.2 episodes of rheumatic fever are
said to occur for every 1,000 untreated streptococcal infec-
tions, but this, too, seems to be decreasing.&) C. diphtheriae
(see Chapter 13) is also a cause of exudative tonsillitis in
some Third World countries, and a recent outbreak occurred
in Sweden involving 17 cases and 3 deaths despite very high
immunization coverage.©”

Acute lower respiratory infections are due mostly
to viruses in young children, except for infants, to
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M. pneumoniae and viruses in young adults, and to bacterial
pathogens in older adults and the elderly. Prospective studies
in community settings of developed countries suggest that
five agents—RSY, parainfluenza virus, influenza virus, aden-
ovirus, and M. pneumoniae—account for some 80% of acute
lower respiratory infections in these population groups.?

Common respiratory syndromes in young children such
as croup, laryngotracheitis, and bronchiolitis are usually due
to viruses, especially RSV and parainfluenza viruses. Diph-
theria may also cause a croup syndrome when the toxic mem-
brane involves the larynx. Acute bronchitis is most often due
to a variety of viral infections, but bacteria such as M. pneu-
moniae, B. pertussis, and C. trachomatis (TWAR strain) may
also produce this syndrome. Chronic bronchitis, on the other
hand, is largely associated with nontypable H. influenzae and
pneumococci (S. pneumoniae).

Pneumonia is the sixth most common cause of death in
the United States and has varied causes at varied ages. In
infancy (under 6 months), about 30% are now recognized as
chlamydial and present as a gradually developing nontoxic
illness with cough, pulmonary congestion, rales, and patchy
infiltrates on X-ray (see Chapter 10). Chlamydial genital
infection of the mother carries a 10-20% risk of pneumonia
in her infant. In another study of 205 infants under 3 months
old hospitalized with pneumonitis, Brasfield et al.®" identi-
fied a causal agent in 70%. C. trachomatis was found in 36%,
RSV in 23%, cytomegalovirus in 20%, Pneumocystis carinii
in 17%, and Ureaplasma urealyticum in 16%. In older chil-
dren, the causes of pneumonitis and pneumonia are roughly
one fourth viral, one third unknown cause, and the rest bacte-
rial. More careful bacteriological culturing techniques have
identified a bacterial etiology in 15-50% of this age group:
pneumococci (S. pneumoniae) are the most common organ-
ism, and H. influenzae next most common; rarely, S. aureus
and group A streptococci are involved.

A review of the bacteriological aspirates in children
with pneumonia from many countries revealed a bacterial
agent in 62% of 1,029 cases: H. influenzae and S. pneu-
moniae accounted for 54% of all isolates, while S. aureus
was responsible for 17%.5% Viral infections were associ-
ated with 17-40% of pneumonia in hospitalized children in
several developing countries.®? The true role of Chlamydia
and M. pneumoniae infections in childhood respiratory infec-
tions in developing countries has not been well studied yet
because of technical problems with the laboratory diagnosis,
but it seems likely they may play as important a role as in
developed countries. Community studies of M. pneumoniae
pneumonia have shown the highest incidence in school-age
children, with a decline after puberty, and with the lowest
rates in the over 40-year-old age group, possible reflecting
immunity. However, some 25-50% of pneumonia in young

adults, such as college students, is due to this organism, and
infection rates are high in military recruits (see Chapter 24).
In a long-term study of some 15,000 episodes of pneumo-
nia in a group health plan in Seattle, about 45% were tested
for M. pneumoniae by isolation and serological tests, and
15% were found to be due to this agent, with the highest
rate in children.®® A new chlamydial strain, designated as
TWAR (for Taiwan acute respiratory), has been shown to be
an important pathogen in acute respiratory infections such as
pneumonia, bronchitis, sinusitis, as well as mild upper respi-
ratory infections.>%% In a retrospective examination of 200
patients from a group cooperative study,®” 8% were due
to this organism, which is a rate of 1 per 1,000 per year
and with the highest incidence in the elderly. Only about
2% of patients with M. pneumoniae require hospitalization,
and infection with Chlamydia pneumoniae is usually mild or
asymptomatic. The secondary intrafamilial infection rate is
high after an index case of M. pneumoniae is introduced and
involves about 84% of children and 41% of adults.

In adults, especially older adults, most pneumonias
are bacterial in origin. In the past, S. pneumoniae caused
50-90% of community-acquired pneumonias, but in recent
years this has decreased to some 16-60%, still the domi-
nant organism.®-%7) In an excellent prospective study of 359
community-acquired cases of pneumonia admitted to three
Pittsburgh hospitals in 1986-1987, the most frequent eti-
ologic agents were S. pneumoniae (15.3%), H. influenzae
(10.9%), Legionella spp. (6.7%), C. pneumoniae (TWAR)
(6.1%), and gram-negative organisms (6%).> In 32.9%, the
etiology was indeterminate. No distinctive clinical picture
was diagnostic for any etiologic agent. The underlying ill-
nesses were immunosuppression (36.3%), chronic obstruc-
tive pulmonary disease (32.4%), and malignancy (28.4%).
The median age was 62 years. The mortality was 13.7% and
was highest for S. aureus. For most cases, erythromycin ther-
apy would be effective. In recent years, gram-negative organ-
isms are of increasing importance, perhaps causing 7-18%
of pneumonia, and of special importance in the elderly.
Some 30-40% of community-acquired pneumonias are of
unknown etiology, due perhaps to 30% of persons unable to
produce sputum for culture, or one third who have received
antibiotics before hospitalization, or in about one fourth the
organisms are difficult to isolate, such as M. pneumoniae,
C. pneumoniae, Coxiella burnetti, and Legionella species,
as well as viruses. Even invasive diagnostic techniques in
three studies left 43% of unknown etiology, 8% were polymi-
crobial, and 49% were due to a wide variety of pathogens
that varied according to geographic region.®” Antibiotic-
resistant organisms and toxic streptococcus are emerging
pathogens in pneumonias, and M. pneumoniae is appearing
as a pathogen in the elderly.®®



11.2.3. Acute Otitis Media. This is a common infec-
tion of children, with a peak age of 6-18 months. It occurs
seasonally throughout the year, but is highest in fall and
winter.

Family aggregation is common for recurrent disease.
Accurate diagnosis is dependent on cultures taken by aspi-
ration from the middle ear. A recent review of etiology by
Klein®® reports that a bacterial antigen was isolated from
two thirds of such aspirations: S. pneumoniae was the leading
cause in 25-50%, then nontypable H. influenzae in 15-30%,
Moraxella catarrhalis in 3-20%, group A streptococci and
staphylococcus in 2-3%, and viruses alone or with bacteria
in about 33%. M. pneumoniae was uncommon in middle-ear
infections in most children. In children under 6 months, C.
trachomatis with acute respiratory infections was found to
be associated with middle-ear infections. It is important to
emphasize that the etiology cannot be diagnosed by the clin-
ical picture alone and that culture of aspirated material from
the middle ear is needed.

11.2.4. Intestinal Infections and Intoxications.
These may be divided into foodborne poisons and intestinal
infections.

11.2.4.1. Bacterial Food Poisoning. While this sec-
tion is concerned with bacterial causes, it is important to
emphasize that Norwalk and Norwalk-like viruses are proba-
bly one of the major causes of both food- and waterborne out-
breaks worldwide.”” Bacterial food poisoning is dealt with
in more detail in Chapter 5. In an analysis of 2,841 outbreaks
of known etiology from 1973 to 1987 reported to the CDC
and which involved 124,824 persons, 66% were caused by
bacterial pathogens, 25% were due to chemicals, 5% to par-
asites, and 5% to viruses. The major contribution of bacterial
etiology to the 124,824 cases was Salmonella (45% of total),
involving 55,864 cases in 790 outbreaks; S. aureus (14%
of total), involving 17,248 cases in 367 outbreaks; Shigella
(12% of total), involving 14,399 cases in 104 outbreaks; and
C. perfringens (10% of total), with 12,234 cases in 190 out-
breaks. C. botulinum was reported in 231 outbreaks (8%) and
affected 494 persons.’" It should be emphasized that food
outbreaks are greatly underreported.

11.2.4.2. Intestinal Infections. The causes of enteric
infections vary with age and geographic area. They are
perhaps the most common cause of morbidity worldwide,
rivaling acute respiratory infections. In this book, they are
dealt with under Campylobacter (Chapter 8), cholera (Chap-
ter 11), C. difficile (Chapter 12), E. coli (Chapter 14), Heli-
cobacter pylori (Chapter 17), salmonellosis (Chapter 31),
shigellosis (Chapter 32), typhoid fever (Chapter 42), and
yersiniosis (Chapter 43).

The magnitude, special settings, and etiology of
diarrhea in both developing and developed countries have
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recently been reviewed.’® The incidence in developed coun-
tries is estimated as 1-3 illnesses per person per year and
5-18 illnesses per child per year in tropical, developing
countries. An estimated 12,600 deaths per day occur in
children in some of these developing areas of Asia, Africa,
and Latin America. In all countries the peak incidence is in
young children, usually under age 3 years and often earlier in
developing countries. The causes involve bacteria, viruses,
and parasites, and sophisticated laboratory techniques are
required to diagnose some of them, thus making definitions
of etiologic patterns difficult in areas without modern
laboratory facilities.

In children, viruses play a predominant role in some
seasons, and the rotaviruses may cause about half the cases
of acute diarrhea in children under age 3 years on a world-
wide basis. In older children and adults, Norwalk-like agents
are important, and intestinal adenoviruses are increasingly
being recognized in young children. Among the bacterial
pathogens, enterotoxic E. coli is probably the most common,
with its production of both the cholera-like LT toxin and the
ST toxin.”?

In travelers, E. coli (ETEC) is also the most common
cause and is found in 42% of diarrheal episodes in Latin
America, 36% in Africa, and 16% in Asia.“® The entero-
toxigenic form has been found in 15-30% of illnesses in the
community or in hospitals, especially in tropical, develop-
ing settings, and is also common in adults in these areas.’?
C. jejuni is perhaps the most common cause of inflammatory
diarrhea in developed countries and H. pylori is increasingly
recognized as a cause of gastritis, peptic ulcer disease, and
probably gastric carcinoma.”>7® The organism can be elim-
inated in 80-90% of infections by treatment with bismuth
and antibiotics, and such therapy is routinely recommended
for gastric ulcers.’>

Diarrhea is increased in incidence in certain special
settings. The importance of nosocomial diarrhea is being
increasingly recognized. It accounted for 17% of all noso-
comial infections in a children’s hospital in Buffalo® and
42% in an adult intensive care unit in a London hospital.”’”
The etiology of nosocomial diarrhea as reported to the
CDC from 1980 to 1984 was C. difficile in 45.1% and
Salmonella species in 11.8%.7 In extended care facili-
ties for the elderly, diarrhea is also an important problem,
where about one third of patients experience a significant
episode each year, and C. difficile is a common cause. Out-
breaks of diarrhea in child care centers are also common,
and frequent causes include rotavirus, Shigella, C. jejuni,
C. difficile, G. lamblia, and Cryptosporidium. High attack
rates are seen with rotavirus and some bacterial infections.
Finally, some 50-60% of patients infected with HIV in the
United States have diarrhea at the onset of illness, and initial
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diarrhea is seen in over 90% of AIDS patients in Africa and
Haiti."® A wide variety of organisms may be involved, of
which Cryptosporidium is the most frequent, accounting for
3-21% in AIDS patients in the United States and 50% in
Africa and Haiti.”® This organism may also produce diar-
rhea in normal persons and its contamination of a public
water supply in Milwaukee resulted in a massive outbreak
involving over 403,000 persons.®

As mentioned above, Campylobacter enteritis is an
increasingly recognized cause of intestinal infections in
the United States, Great Britain, and Australia, accounting
for some 5-14% of the cases in several large series (see
Chapter 8). The clinical disease is characterized by watery
diarrhea with mucus, blood, or pus, often cramping abdom-
inal pain and fever, and sometimes gross blood in the stools
of children. Y. enterocolitica is another recently recognized
cause of acute diarrhea attended by some cramps, fever, and
occasionally a rash; the incubation period is 1-3 days. There
may be associated mesenteric adenitis, arthritis, and ery-
thema (see Chapter 43).

The prevention of traveler’s diarrhea is important
because some 40% of travelers from developed countries
with temperate climates will develop diarrhea, as reviewed
by DuPont and associates.*>’*39 The use of bismuth sub-
salicylate has proved useful in the short term and antibi-
otic prophylaxis and treatment is recommended for longer
exposures. The following recommendations are quoted from
DuPont et al.7?:

In most cases a bacterial pathogen is responsible for the
illness. The antimicrobial agents with the greatest activ-
ity against these organisms are cotrimoxazole (trimetho-
prim/sulfamethoxazole) during the summer months in the
interior of Mexico (a region where this agent has been stud-
ied extensively), and the fluoroquinolones for other places
or other times, until data become available to indicate the
appropriateness of cotrimoxazole here as well. Persons at
risk should take along with them a drug to treat symptoms of
travelers’ diarrhea, and an appropriate antimicrobial agent.
At the passage of the third unformed stool, it is recom-
mended that travelers treat themselves with fluids and salt
(flavored mineral water augmented with saltine crackers is
sufficient in most cases), symptomatic treatment and antibac-
terial therapy. Of these, the antimicrobial is the most impor-
tant component, which is given either as a single large dose
or once or twice daily for 3 days. Perhaps optimal therapy for
afebrile nondysenteric patients is loperamide in combination
with the antibacterial drug. In the face of fever or dysentery,
the antimicrobial should be used alone. In special situations
where food and beverage restrictions cannot be followed and
where the itinerary cannot tolerate even the slightest alter-
ations because of illness, chemoprophylaxis can be consid-
ered. The most effective preventive medication in this case
is the antimicrobial also used for therapy, taken in half the
therapeutic dosage daily while in the area of risk. However,
the majority of travelers should not use this approach.

11.2.5. Acute Urinary Tract Infections. In various
studies of acute urinary tract infections (UTI) of inpatients
and outpatients, E. coli is by far the most common organism
in both settings, accounting for up to 80% of initial urinary
infections in outpatients.®" In a more recent compilation
of etiologic agents in hospitalized cases, Andriole®? found
35.8% due to E. coli, 16.4% due to P. mirabili, 16.3% due to
Enterobacter aerogenes, 10.1% due to K. pneumoniae, and
less than 6% each due to other causes. Over 80% are asso-
ciated with use of urethral catheters. The spectrum of uri-
nary infections varies and each syndrome has its own unique
epidemiology, natural history, and clinical manifestations.®®
The major risk factors include the newborn (particularly the
premature), prepubertal girls, young boys, sexually active
young women, elderly males, and elderly females. Risk fac-
tors that contribute to lower tract infection in women include
sexual intercourse, diaphragm—spermicide use, and voiding
behavior.®® UTI is the most common infectious disease of
the elderly and is especially prevalent in debilitated, institu-
tionalized older individuals. Unlike UTI in younger women,
which tends to be related to frequency of sexual intercourse
and is uncomplicated, in the elderly it is more difficult to treat
and its pathogenesis is related to abnormal bladder function,
bladder outlet obstruction, vaginal and urethral atrophy, use
of long-term indwelling catheters, and puddling related to
bed rest. The spectrum of organisms causing infection relates
to the ecology of the patients’ environments; those residing
in nursing homes, and especially with permanent indwelling
catheters, tend to have a greater variety of pathogenic organ-
isms, many of which may be relatively antibiotic resistant.®>

The immediate diagnosis of UTI is based on relatively
simple techniques. The presence of pyuria and bacteriuria,
the two most important indicators of UTIs, is most accurately
determined by standard techniques. In quantitating pyuria,
the finding of 10 leukocytes/mm?’ of urine by either hemo-
cytometry or direct microscopy correlates highly with symp-
tomatic, culture-proven UTIs.®®

11.2.6. Sexually Transmitted Diseases. The term
sexually transmitted diseases (STD) encompasses the five
classic venereal diseases (gonorrhea, syphilis, chancroid,
lymphogranuloma venereum, granuloma inguinale), plus
other major ones such as HIV-1, HIV-2, human T-cell lym-
photropic virus type I (HTLV-I), herpes simplex 1 and 2,
papillomaviruses, hepatitis A and B, C. trachomatis, Can-
dida albicans, and Trichomonas vaginalis. The number of
cases and rates per 100,000 of major bacterial causes of
STDs reported to state health departments in 1988 and 1992
are given in Table 10. While C. trachomatis infections are
among the most prevalent of all sexually transmitted dis-
eases, problems in diagnosis, lack of public health laws,
and other problems have made surveillance of this disease



Table 10. Reported Cases and Rates per 100,000 of
Classical Sexually Transmitted Diseases Reported to State
Health Departments in the Civilian Population, United

States—1988 and 1992

Number of cases Rate per 100,000

Disease 1988 1992 1988 1992
Gonorrhea 738,160 501,409 300.3 201.6
Syphilis (all stages) 104,546 112,541 455 45.3
Chancroid 4,891 1,886 2.0 0.8
Lymphogranuloma venereum 194 302 0.1 0.1
Granuloma inguinale 11 6 0.0 0.0

“Derived from Table 1, in Ref. 87.

incomplete, and therefore it is not included in Table 10.
Reflecting increasing recognition and reporting of this infec-
tion, the rates per 100,000 have risen from 3.2 in 1984 to
182.6 in 1992 when 36 states reported to the CDC.®7 In
large cities with more than 200,000 population the rates were
296.8 in 1992. An estimated 4 million cases occur annually,
many of which cause pelvic inflammatory disease with seri-
ous sequelae such as ectopic pregnancy and infertility.

It is important to emphasize that many of these STDs
occur in synergy with HIV infection and that the transmis-
sion of both is enhanced in the presence of the other. Over-
all, the trends in recent years show that reported rates for
gonorrhea have declined 19%, with rates decreasing from
250 per 100,000 in 1991 to 202 per 100,000 in 1992, and
with declines in primary and secondary syphilis rates from
17.3 to 13.7 in the same period. This decline may reflect the
adoption of safer sexual practices. The proportion of adoles-
cent women aged 15-19 years who reported having sexual
intercourse, however, increased from 29% in 1970 to 52% in
1988.3% The rates of gonorrhea and syphilis in the adoles-
cent age group are three times that of the general population,
and thus are a major target for education and control. The
risk for STD is also much higher in blacks than in whites,
with rates for primary and secondary syphilis being 60-fold
higher and for gonorrhea 40-fold higher; for Hispanics the
increases are fivefold and threefold higher, respectively.

Adequate surveillance data are not available for several
sexually transmitted diseases. Some information of trends
is seen in the office practice of certain physicians based on
the National Disease and Therapeutic Index as analyzed in
graphs in a CDC report.®” For human papillomavirus geni-
tal warts, physician visits in this survey have risen from about
45,000 in 1966 to 200,000 in 1992. Trichomonal infections
have declined slowly over this period, starting with 500,000
in 1966, but other vaginal infections have increased sharply
from about 120,000 to 3,000,000.

Chapter1 -« Epidemiological Concepts

Many of the newer agents of STD account for as many
as or more infections seen in STD clinics or by private
physicians than are accounted for by the classic causes.
These infections are most common in the 15- to 30-year
age group—the time of greatest sexual activity, especially
extramarital. They are more commonly diagnosed in men,
both because men tend to have more sexual partners than
do women (except prostitutes) and because the lesions are
more apparent in men. Multiple infections are common in
both sexes, and gonorrhea and syphilis should be excluded
by appropriate examination in every patient seen with an
STD. The changing nature of and the increase in these infec-
tions have several causes, including the use of measures
other than the condom for contraception, changing prac-
tices in heterosexual and homosexual activities, especially
involving genital-oral and genital-anal contact, the impor-
tation of infection from Southeast Asia, and increased public
confidence in the availability and effectiveness of antibiotic
therapy.

The increasing importance of Chlamydia infections
deserves further emphasis. Chlamydial genital infections
include urethritis, acute epididymitis in men, and pelvic
inflammatory disease in women; these are discussed in Chap-
ter 10. Overall, about half the cases of urethritis in men are
nongonococcal, and among male college students, this rises
to 80-90%. C. trachomatis (immunotypes D—K) is respon-
sible for 30-50% of symptomatic cases of nongonococcal
urethritis (NGU) and is more common in white than in black
men and in higher than in lower socioeconomic levels. Its
incubation period is longer than that of gonorrhea, and symp-
toms of urethritis in males may appear 1-2 weeks or longer
after penicillin or spectinomycin treatment for gonorrhea,
involving one third to two thirds of these men. Oral ther-
apy of NGU with tetracycline or erythromycin hastens recov-
ery. There is no clinical counterpart of NGU in women who
develop Chlamydia infections of the cervix with or without
cervicitis, but this organism may be involved in up to 30% of
pelvic inflammatory diseases in females.®” The other agents
of NGU in men are uncertain, although U. urealyticum is
considered the cause of 10-20% of NGU cases. If laboratory
facilities are not available for the diagnosis of Chlamydia
infections in persons with NGU, both the case and the sexual
partner should be treated with appropriate broad-spectrum
antibiotic therapy (usually tetracycline or doxycycline) as
though they had it. For detailed information on STD infec-
tions, see Chapter 9 on chancroid, Chapter 10 on Chlamy-
dia infections, Chapter 15 on gonococcal infections, and
Chapter 35 on syphilis. Viral causes are discussed in the com-
panion book on viruses.®

11.2.7. Hospital (Nosocomial) Infections. These
are infections acquired after an admission to a hospital
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and are discussed in detail in Chapter 25. More than 2
million patients annually in the United States develop
nosocomial infections. In the largest study to date, 5.7% of
159,526 patients in 338 hospitals developed a nosocomial
infection.®® Each such patient stayed an average of four
extra days in the hospital, paying an extra $2,100 for each
infection. Some 19,027 deaths were directly attributable to
a nosocomial infection and it was a contributory factor in
58,092. In reports to the CDC’s National Nosocomial Infec-
tions Surveillance program in 1991-1992, which involves
149 hospitals, urinary tract infections were the most common
site (33.1%), followed by pneumonias (15.5%), surgical
site infections (14.9%), and primary bloodstream infections
(13.1%), and this order was similar irrespective of the size
of the hospital. Among 71,411 isolates from all sites, E. coli
and S. aureus were the most common (12% each), followed
by coagulase-negative staphylococcus (11%), Enterococcus
spp. (10%), Pseudomonas aeruginosa (9%), Enterobacter
spp. (6%), and all other organisms 5% or less.®” Unfortu-
nately, the major nosocomial pathogens either are naturally
resistant to clinically useful antibiotics or are potentially
able to develop resistance. This includes both gram-positive
organisms (S. aureus, Enterococcus spp.) and gram-
negative organisms (K. pneumoniae, P. aeruginosa, and
Enterobacter spp.).

12. Diagnosis of Bacterial Infections

Identification of the causal agent is essential to establish
the etiology of a bacterial infection and as a guide to select-
ing appropriate antibiotic therapy. It depends primarily on
(1) microscopic examination of exudates, body fluid, or tis-
sues after staining (Gram’s stain, acid-fast), or by dark-field
examination or immunofluorescent-labeled antibody tests,
or by the newer techniques for antigen identification such
as counterimmunoelectrophoresis and latex agglutination, as
used in respiratory infections; (2) appropriate bacteriological
culture techniques; (3) a variety of new techniques to iden-
tify the antigen and a particular antigenic strain, many based
on molecular methods; and (4) serological tests. Serological
tests are not as commonly employed as in viral infections
because of the ease and rapidity with which the diagnosis
can often be established by smear and culture for most
bacterial infections. For slow-growing or difficult-to-culture
organisms such as L. pneumophila, the spirochetes, and
the rickettsiae, serological tests play an important role in
diagnosis. Animal inoculation may be required to identify
fastidious organisms and the toxins of certain bacteria, and
skin tests may be useful to diagnose infections that show
delayed hypersensitivity.

This section will briefly review some of these tech-
niques, but for more definitive information, see textbooks on
laboratory methods,®*? medical microbiology,*? or clin-
ical infectious diseases.®® An informative pamphlet on the
services available from the CDC for the diagnosis of diseases
of public health importance is available that indicates spec-
imen collection, tests done, shipment instructions, and fed-
eral regulations on interstate shipment of etiologic agents.®>
All such specimens with proper justification and a completed
request form must be submitted to the National Center for
Infectious Diseases of the CDC in Atlanta by or through the
state health laboratory with the knowledge and consent of the
state laboratory director or designee.

An important decision for the physician is the differen-
tiation of bacterial from viral infections on first examination
in order to decide on the necessity of antibiotic therapy and
as a guide to laboratory tests. This may not always be possi-
ble, but the presence of bacterial infections is suggested by
the vigor and acuteness of the clinical onset, leukocytosis,
and the presence of purulent lesions with polymorphonuclear
cells. Nonpurulent responses to bacteria are seen in such
diseases as brucellosis, tuberculosis, and typhoid fever. The
presence of more than 10 white blood cells/mm? of urine by
either hemocytometry or direct microscopy is indicative of
an acute bacterial urinary infection,®® as is the presence of
white blood cells in the stool of a bacterial pathogen involved
in diarrhea, or of polymorphonuclear leukocytes (not lym-
phocytes) in spinal fluid of a bacterial meningitis.

12.1. Collection of Specimens

The selection of the appropriate site from which to
obtain the specimen, its collection prior to antibiotic therapy,
and its transport to the laboratory in a manner to preserve
the viability of any organisms present are three essential
ingredients of successful diagnostic microbiology. The spec-
imen should be taken from the site of the infection or from
the body fluid most likely to contain organisms from the
infected site. The collection should be made with sterile
swabs and collecting units. Cotton applicator swabs are com-
monly used, but since cotton may be toxic to certain bacteria,
a synthetic material such as calcium alginate is preferable.
An adequate sample must be obtained to prepare smears and
cultures and for special isolation purposes (viruses, fungi).
Swabs may be inadequate for this purpose, and the fluid
itself, or a washing of it (e.g., throat, nasal, lesion), may be
needed for quantitative measurement, as in urine, to deter-
mine the number of organisms present. A syringe aspi-
rate is desirable for anaerobic cultures of purulent lesions.
Since most large laboratories have special sections for bac-
terial, viral, fungal, parasitic, and treponemal diagnostic



techniques, separate specimens for each microbiological
group considered as a possible etiologic agent in a given
infection should be collected. Special techniques may be
needed to avoid contamination by normal flora in needle or
surgical aspirations from a lesion or from a transtracheal or
transurethral site.

To preserve viability, material from patients may be
(1) inoculated into appropriate transport media directly at
the bedside, for which purpose kits are now commercially
available; (2) carried to the laboratory for immediate inoc-
ulation; or (3) preserved in a transport medium that main-
tains viability, prevents desiccation, and limits overgrowth
of other organisms; media containing agar and charcoal are
commonly employed (Stuart’s transport medium or Arnie’s
modification thereof). If transport media are used, smears
should be prepared separately at the time of collection with
a separate swab because the agar in the transport medium
makes this difficult. If viruses are suspected, a separate spec-
imen should be collected and immediately frozen in dry ice
for transport to the laboratory. Blood samples should be col-
lected aseptically in amounts of 10—15 ml. If shipment to a
laboratory is needed, the serum should be separated asepti-
cally and forwarded preferably in the frozen state, but this
will vary, depending on the infection. Infections of certain
sites or with certain organisms may require special collec-
tion or transport methods or both; these are described in the
appropriate individual chapters in this book or in books on
bacteriological diagnosis.

12.2. Requests for Testing

There must be good communication between the physi-
cian or epidemiologist and the microbiologist. In the face
of an outbreak, the epidemiologist is urged to consult with
the laboratory prior to the investigation or have a labora-
tory specialist accompany the investigator to make the proper
specimen collection and method of transporting it to the lab-
oratory. The wide array of specialized laboratory techniques
and culture media available makes it necessary that the lab-
oratory be provided with information on a clinical and epi-
demiological assessment of the etiologic possibilities. The
age, sex, clinical diagnosis (or at least the organ system
involved), previous antibiotic therapy, and other pertinent
patient information plus the site, time, and date of collection
and method of transport to the laboratory of the specimen are
helpful data to the laboratory worker in pursuit of the correct
techniques to be employed. In return, the clinical microbi-
ologist must provide periodic reports to help the physician
in selecting appropriate therapy until the organism is fully
identified and its antibiotic sensitivity determined.
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12.3. Tests Employed

The details of laboratory methods are beyond the scope
of this section, but a few comments will be made; specific
techniques are mentioned in each chapter. The importance of
a properly obtained and thoroughly examined Gram’s stain
of the exudate or body fluid cannot be overemphasized as
a guide to initial therapy. For example, the etiology of some
85% of acute purulent meningitis cases and of many bacterial
pneumonias can be identified by smear, especially if capsu-
lar swelling occurs in the presence of specific antisera. Sim-
ple microscopic examination of an unstained, uncentrifuged
specimen of urine that shows bacteria indicates a quantita-
tive bacterial count of 10*~10°/ml, and the morphology may
point to the proper etiology. The examination of bacteria in
fresh preparations or on culture, after staining with specific,
immunofluorescent-labeled antisera, provides specific diag-
nosis of group A hemolytic streptococci, plague bacillus, and
E. coli; it has also been useful in identifying the organism
in acute meningitis, in cervical gonorrhea, and in primary
syphilis.

The rapid detection of antigen in body fluids such as res-
piratory secretions and in urine is now being accomplished
by immunofluorescence, counterimmunoelectrophoresis, en-
zyme immunoassays, DNA probe hybridization, and latex
agglutination. Commercial kits are becoming rapidly avail-
able for many of these techniques.®” A number of molecular
techniques are now being used for both phenotypic and
genotypic identification of organisms and are well reviewed
in a recent article.®” Those used for epidemiological
studies of phenotypic variants include antibiotic resistance
patterns (antibiograms), biotyping, bacteriocin production,
serotyping, outer membrane protein analysis, phage typing,
immunoblotting, and multilocus enzyme electrophoresis.
The limitations of these techniques are that they do not take
genetic exchange or mutations into account, are nonspecific,
and are not widely applicable. Independent isolates of
the same strain may vary in their phenotype. Genotypic
typing methods are used to identify the genetic composition
of the organism by study of chromosomal, plasmid, or
transposon DNA. The techniques include plasmid profile
analysis, restriction endonuclease analysis, ribotyping,
pulsed field electrophoresis, polymerase chain reaction
digests, arbitrarily primed polymerase chain reactions,
and nucleotide sequence analysis. Variations in the repro-
ducibility and discriminatory power of the two general
methods differ; in general, those that involve genotypic
methods are better. Their application permits identifica-
tion of specific patterns of transmission of an organism,
differentiation between reinfection and reactivation, and
recognition of the geographic distribution of a particular
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strain. The epidemiology of antibiotic resistance involves
(1) R plasmid spread (inter- and intraspecies), (2) strain
(clonal) dissemination, and (3) transposition of R genes into
R plasmids or chromosomes. These many techniques now
provide the epidemiologist the means for the rapid iden-
tification of many organisms, including the specific strain
involved, so that transmission patterns can be followed.
Of special interest are the so-called emerging infections,
which in the United States include E. coli O157:H7 disease,
cryptosporidiosis, coccidioidomycosis, multidrug-resistant
pneumococcal disease, vancomycin-resistant enterococcal
infections, and Hantavirus infections. Special surveillance
and diagnostic centers have been established to monitor these
infections.®®

The culture media used will depend on the organisms
suspected and whether they are aerobic or anaerobic. Blood
agar plates and broth cultures are widely used as a starting
point. See individual chapters for specialized media for spe-
cific organisms. A useful table indicating the bacteria found
by common culture media (and the media used), by type
of specimen (urine, respiratory secretions, genital, etc.), and
the specialized media needed to detect organisms missed by
these standard procedures is available in the appendix of a
recent microbiology text.?)

Once the organism is isolated its antibiotic sensitivity is
usually determined and is useful not only in the selection of
the proper antibiotic but also in “fingerprinting” the organ-
ism for epidemiological tracing. However, this is not nec-
essary for some organisms that are known to be uniformly
sensitive to certain antibiotics or that are uniformly resistant
to all but one or two antibiotics. In vitro antibiotic testing is
not always relevant to a particular infection, especially if the
infection is due to mixed organisms. It often does not pro-
vide quantitative data or express the effect of an antibiotic on
different points in the growth cycle of the organism, and the
testing procedure may not include the antibiotic best suited
to the clinical situation. The tests must be made on organisms
obtained before antibiotic therapy is initiated. Despite these
limitations, in vitro antibiotic testing is widely employed and
is especially useful for organisms prone to develop antibi-
otic resistance such as staphylococci, enterobacteria, and
M. tuberculosis.

The in vitro tests commonly employed are the disk-
diffusion techniques in agar and dilution-sensitivity tests on
agar plates or in tubes with nutrient broth. The disk proce-
dure is simpler and more rapid, but the zone of inhibition
cannot be directly correlated with the concentration of the
antibiotic needed to inhibit growth of the organism in vivo.
Antibiotic resistance to two antibiotics by disk diffusion does
not exclude in vivo effectiveness of the combination; disk
diffusion cannot be used for combinations of antibiotics.

The dilution tests provide quantitative data, permit-
ting estimation of the minimum inhibitory concentration of
the antibiotic as well as the minimum lethal concentration
necessary for killing, which may differ from the minimum
inhibitory concentration. The techniques used for dilution
tests, however, may vary from laboratory to laboratory; the
results are dependent on the size of the inoculum and the
broth medium employed. Many laboratories now use auto-
mated broth microdilution susceptibility testing, which is
rapid and has some economical and procedural advantages
over both disk-diffusion and broth macrodilution methods.

As indicated earlier, serological tests have limited appli-
cation for many bacterial infections. However, they are use-
ful for a number of treponemal, leptospiral, and rickettsial
infections. Some of the key tests are indicated in Table 11.
Chlamydial infections, including the TWAR strain, are being
increasingly recognized as a cause of a variety of clinical
syndromes, especially of the respiratory and genital tracts,
and microimmunofluorescence tests are available for both
IgG and IgM antibodies as well as a genus-specific com-
plement fixation test. Certain levels of titers of antibody are
needed to be indicative of recent infection and differentiation
between C. trachomatis and C. psittaci is not possible.

As with viral diagnostic tests, acute and convalescent
serum samples should be collected for all bacterial serolog-
ical tests and the sera tested simultaneously; a fourfold or
greater rise in titer is indicative of recent infection. Remem-
ber that there is only one time to take the acute-phase
sample—in early illness.

For legionellosis, the IgG immunofluorescence titer
must reach 1:128 or higher to be significant because of non-
specificity at lower dilutions; similarly, only cold agglutinin
titers of 1:64 or higher are regarded as diagnostic of M.
pneumoniae infection, and even then only about 60% of
hospitalized M. pneumonia patients are positive, depending
on the severity of the infection. The presence of specific
IgM antibody is often diagnostic of an acute infection, if
demonstrable, as for B. burgdorferi, the cause of Lyme dis-
ease, but the laboratory diagnosis of this infection is subject
to wide variation and standardization of procedures is badly
needed. For rickettsial infections, both the organism itself
and Proteus antigens are useful in serological diagnosis. In
streptococcal infections, an increase occurs in a group of
antienzyme tests but is too late to be useful diagnostically; a
high titer is said to place the person at greater risk of develop-
ing rheumatic fever. In syphilis, a great variety of serological
tests have been used, employing both nontreponemal and tre-
ponemal antigens. The VDRL test is most widely employed
as an initial test and is highly sensitive and well standardized
but lacks high specificity. The diagnosis can be confirmed by
the fluorescent-treponemal-antibody absorption (FTA-Abs)
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Table 11. Some Serological Tests Used in Bacteriological Diagnosis

Disease Test antigen Test(s)* Comment
Brucellosis Organism Agglutination Four strains
Legionellosis Organism IF Twenty serotypes
Leptospirosis Organism Microagglutination, CF, Crossings occur;
hemolytic, IFA many types
Lyme disease Organism ELISA IgG, IgM Needs standardization
Mycoplasma Organism IF, TRI, CF
pneumonia
O rbe Cold agglutinins 60% positive
Q fever Organism CF, agglutination
Rickettsialpox Organism CF
Rocky Mountain Soluble antigen CF
spotted fever
Proteus strains Weil Felix Ox19+++, Ox2+++

Streptococcosis Extracellular products

Syphilis Nontreponemal
Treponemal

Yaws Same as syphilis

Tularemia Organism

Typhoid fever O antigen

Agglutination
Aantistreptolysin O, DNase
VDRL flocculation test
Rapid reagent tests

TPI, CF, FTA-ABS

Same as syphilis

Agglutination
Widal agglutination

OxKO

Confirm past infection

Presumptive

Presumptive

Specific

Cannot differentiate
from syphilis

Often 1:640 or more

<Fourfold increase

“IF, immunofluorescence; CF, complement fixation; IFA, indirect fluorescent antibody; TRI, tetrazolium-reduction inhibi-
tion; VDRL, Veneral Disease Research Laboratory; TPI, treponemal immobilization; FTA-ABS, fluorescent-treponemal-

antibody absorption.

or hemagglutination (MHA-TP) tests, which are highly
specific and available at most state and a few large private
laboratories, as well as at the CDC. The Treponema pallida
immobilization test (TPI) test is a highly specific test but
requires maintenance of a mobile, live treponemal antigen; it
is available at the CDC. Yaws (T. pertenue) shares identical
reactivities with 7. pallidum and cannot be differentiated
serologically. Typhoid fever results in increases to the H, O,
and other antigens of the organism; an increase in O-antigen
titer in the absence of recent immunization is indicative of
recent infection. Skin tests may also be useful in diagnosis by
demonstration of hypersensitivity to various bacterial anti-
gens. They are commonly employed in tuberculosis, leprosy,
nontuberculous mycobacteriosis, brucellosis, and tularemia.

12.4. Interpretation of Tests

The isolation of a bacterial organism from an ill person
does not always represent a causal relationship. The organ-
ism could reflect (1) part of the normal flora; (2) a healthy
carrier state; (3) contamination during the collection process;
(4) a transient microorganism contaminating a body surface;
(5) a dual or multiple infection, in which the organism iso-
lated is not the one causing the clinical illness; (6) a labora-
tory error or mix-up; or (7) the true cause of the illness. The

factors that point toward a causal relationship are (1) iso-
lation in pure culture or of only one organism; (2) the pres-
ence of large numbers of the same organism; (3) the presence
of the organism in direct smear from a lesion; (4) procure-
ment from a site normally free of bacteria; (5) repeated iso-
lation of the same organism; (6) demonstration of an immune
response; and (7) history of possible recent exposure to the
organism in an ill person, in travel, in occupation, or other-
wise. The response of the patient to an antibiotic to which
the organism is sensitive provides suggestive evidence that
the organism caused the disease; but because other organisms
are also sensitive to the same antibiotic, this cannot weigh too
heavily. Clinical and laboratory judgment plus knowledge of
the qualitative and quantitative behavior of human pathogens
constitute the best grounds for deciding a causal relationship.
It should be remembered that some organisms not usually
regarded as pathogenic may cause disease in patients with
naturally occurring or drug-induced defects in their immune
defenses, or in patients infected with HIV.

On the other hand, the failure to isolate an organism does
not exclude a bacterial etiology. Such “false-negatives” could
result from (1) prior antibiotic therapy; (2) failure to obtain
a specimen from the proper site; (3) collection at the wrong
time; (4) a loss of viability during transport to the labora-
tory; (5) use of inappropriate media, temperature, gaseous
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environment, or other conditions for growth of the organism;
or (6) failure to hold the culture media for a sufficiently long
time, as with certain Brucella species. For organisms difficult
or impossible to culture, molecular tools such as the poly-
merase chain reaction are providing important techniques for
direct diagnosis, but extremely careful laboratory procedures
are needed to avoid cross-contamination and false-positive
results.©

Serological tests are also subject to misinterpretation.
False-positive rises can result from cross-reacting antigens,
nonspecific inhibitors, double infection with the other organ-
ism causing the illness, and antibody response to vaccination
rather than to natural infection. False-negatives, i.e., failure
to demonstrate an increase in titer, can occur when the serum
specimen is taken too late in illness, two samples are taken
too close together to demonstrate a titer rise, the organism is a
poor immunogen, the wrong antigen is used in the test, some
inhibitor or nonspecificity (as in immunofluorescence tests)
obscures a true rise, or the wrong type of test is used for the
timing of the serum specimens. Serological tests are also not
available for many bacterial infections. One of the common
problems is the interpretation of a high IgG antibody titer in
a single specimen. The demonstration of IgM-specific anti-
body is strong but not absolute evidence of a recent infection;
it could result from reactivation. The presence of antibody to
a rare infection, or to one not usually present in that area as
in a returned traveler, or the history of some recent unusual
exposure such as in hunting, a new occupation, or a visit from
overseas friends also adds weight to the recency of that infec-
tion. Such problems are more common in viral and parasitic
infections.

13. Proof of Causation

The classic postulates were suggested by Jakob Henle
in 1840,°7 some 40 years before bacteria were discovered,
and then further developed by his pupil, Robert Koch, in
1884 and 1890, after he had isolated M. ruberculosis, %% as
well as by Edwin Klebs.1%? A recent book has reviewed the
development and subsequent changes in these postulates.)
The postulates are presented in Table 12. While fulfillment of
these postulates provides strong evidence of a causal associa-
tion, the failure to fulfill them does not exclude this relation-
ship. Even at the time of presentation in 1890, Koch himself
recognized some of these limitations, especially the inability
to reproduce some diseases in experimental animals. At
that time, this was true of cholera, typhoid fever, diphtheria,
leprosy, and relapsing fever, for which Koch felt it necessary
to fulfill only the first two postulates. Since then, many other
limitations have been recognized,!'’? as our knowledge

Table 12. Henle-Koch Postulates®

1. Parasite occurs in every case of the disease in question and under
circumstances that can account for the pathological changes and clinical
cause of the disease

2. Occurs in no other disease as fortuitous and nonpathogenic parasite

3. After being fully isolated from the body and repeatedly grown in pure
culture can induce the disease anew

“From Koch.(98.99)

of microbiology, epidemiology, and pathogenesis has
increased. These include recognition of the asymptomatic
carrier state, which would invalidate the second postulate if
an individual were carrier of organism A and his disease was
caused by organism B. The concepts of multiple causation,
of inapparent infection, and of the biological gradient of
disease are also limitations. The postulates are not generally
applicable to viral and parasitic diseases or for organisms
that cannot be grown in culture or induce an immune
response. Criteria are also needed for chronic diseases. In
an effort to cover these various possibilities, a “unified” set
of postulates based mainly on epidemiological criteria have
been proposed.!%¥ It is clear that all postulates and guide-
lines of causation are limited by the technology available to
prove them and by our knowledge of disease mechanisms at
the time. The need for establishing guidelines for causation
is ever present in the field of bacteriology, where the causal
relationship between parasite and disease must be estab-
lished for newly recognized diseases such as Lyme disease,
Legionnaires’ disease, Pittsburgh pneumonia, chlamydial
pneumonia and urethritis, infant botulism, enterotoxic E. coli
diarrhea, H. pylori and gastric ulcer and carcinoma, toxic
shock syndrome, and streptococcal B infections in infancy.
New causes for old diseases, new diseases from old causes,
and new diseases with new causes keep appearing as our
techniques for their isolation and identification improve.

14. Control and Prevention

The three major principles of control of infectious dis-
eases are as follows: (1) eliminate or contain the sources of
infection; (2) interrupt the chain of transmission; and (3) pro-
tect the host against infection or disease or both. Addition-
ally, the environment may contribute to the occurrence of
disease by its effect on any of the above three areas.

14.1. Environmental Control

The provision of clean and safe air, water, milk, and
food; the proper management of sewage and garbage; and the



control of insect vectors of disease are regarded as not only
essential to health but also a legal right in most countries.
The extent to which they are attained depends on the econ-
omy, energy resources, political will, and educational level
of the country.

14.1.1. Air. While many infectious agents are air-
borne on droplet nuclei or particles from infected hosts or
environmental sources to susceptible subjects, effective con-
trol of this means of transmission has been most difficult
to achieve. In open environments, it has been impossible
to attain, and even in closed environments attempts to ster-
ilize the air by UV light filtration, propylene glycol, and
other chemical aerosols have met with very limited success.
At best, control of the air currents generated by air condi-
tioners, water coolers, and fans will help slow down spread
of organisms such as L. pneumophila, M. tuberculosis, and
staphylococci. For patient isolation, laminar-flow units have
been effective if properly used. The pollution of air by auto-
mobiles and industrial sources does not carry a direct risk
of infection, but may depress host defense mechanisms so
that disease develops, as in persons with chronic pulmonary
diseases.

14.1.2. Water. Improvement in our water supplies
has been one of the major factors in the environmental con-
trol of infectious diseases, especially of enteric infections
such as Campylobacter, yersiniosis, cholera, typhoid fever,
amebiasis, bacillary dysentery, as well as waterborne viruses
like Norwalk viruses. The details of water purification and
treatment can be found elsewhere, but involve removal of
extraneous materials by filtration, settling, and coagulation,
the replenishment of oxygen by aeration, and disinfection by
chlorination. Bacteriological and chemical standards for the
purity of water have been established and are reinforced by
governmental and legal regulations. The presence of E. coli
in defined numbers per milliliter? is taken as an index of fecal
contamination of water. However, its absence does not guar-
antee water safety, since organisms such as hepatitis A and
E viruses may escape filtration and chlorination procedures,
and more recently Cryptosporidium cysts escaped a filtra-
tion system in a public water supply in Milwaukee, caus-
ing a massive outbreak of diarrhea involving over 403,000
persons.®® This organism is also resistant to tolerable levels
of chlorine. For the traveler, treatment of water with chlorine-
release tablets or a drop of Lugal’s iodine solution per quart
of water 30 min prior to use or by boiling for 5 min (portable
heating units can be purchased) will decrease the likelihood
of acquiring bacterial intestinal infections in developing

2Usually, water is not acceptable for drinking if coliform bacteria exceed
4/100 ml in more than 5% of water samples per month using the membrane-
filter technique; samples should be taken at points representative of the dis-
tribution system.(104)
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countries. Small millipore filter kits are also available for
the traveler and are said to remove bacteria, G. lamblia,
and even some viruses. Should these methods not be avail-
able, one can allow the water to run until very hot, collect
it, and then use it for drinking water. Bottled water, wine,
and beer or other bottled or canned beverages are usually
safe.

14.1.3. Sewage and Garbage. Sewage water carries
fecal material, industrial and chemical products, and other
waste products. It must be safely conveyed without human
hazard to septic tanks or to reprocessing, filtration, and acti-
vated sludge treatment centers, but has not posed a prob-
lem of infectious disease unless cross-contamination with
water pipes occurs. The dumping of untreated sewage into
streams, rivers, and the open sea is detrimental to fish and
marine life and esthetically distasteful and impairs recre-
ational use of such waters. It might result in transmission
of certain intestinal pathogens via raw seafood to humans,
such as the hepatitis A or E viruses, cholera, or Cryptosporid-
ium in water itself. Clams and oysters have been responsi-
ble for many outbreaks of this sort, and thorough cooking
is needed to kill organisms such as cholera or hepatitis
viruses.

The proper disposal of the large amount of garbage,
refuse, and other solid waste products produced by our mod-
ern society is an increasing challenge to proper land use and
modern technology. Direct discharge into the sewage sys-
tem after grinding and flushing is one method; compactors
of garbage and waste material are now available even for
home use. If stored and carried elsewhere for disposal, this
must be done in closed, stable containers that protect against
rats, flies, and other predators. The separation and recycling
of certain reusable products such as glass, bottles, paper,
and cans is to be encouraged. Large incinerators for burn-
ing garbage and refuse provide a safe but energy-expensive
procedure. Landfill sites in communities are increasingly
scarce, costly as land values increase, and objected to on
esthetic grounds. Disposal of radioactive and other toxic
wastes generated by medical, industrial, and energy uses
in oceans raises international concern about the long-term
food and energy potential of oceans, and land or tank dis-
posal, especially of nuclear wastes, is unacceptable to most
communities. The increasing uses of pesticides, and domes-
tic and wild animal wastes in streams or rivers that may
wash down into public water supplies, pose an increasing
threat.

14.1.4. Milk and Food. Milk and food must be pro-
tected against contamination at their source, during transport
and storage, and in their preparation for consumption. Cows
must be free from tuberculosis, brucellosis, and Q fever. The
milk must be collected under clean conditions, preferably by
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automated machines that avoid human contamination, and its
quality in the raw state and after pasteurization must meet
bacteriological standards.> Common pasteurization proce-
dures are heating to 65°C (149°F) for 30 min or the high-
temperature or flash method at 72°C (162°F) for 15s. The
heat inactivation of the enzyme alkaline phosphatase, nor-
mally present in milk, provides the basis for the phosphatase
test to ensure proper pasteurization. Before and promptly
after pasteurization, milk must be stored and transported at
5-10°C (41-50°F) to storage areas or the consumer. The
pasteurization process, even if performed correctly, may not
decontaminate some intracellular organisms and those that
are cold tolerant, such as Listeria. Milk and other food prod-
ucts may contain antibiotics used in treatment of cattle or
for growth promotion and pose a hazard to highly sensitive
persons.

Our food supplies must also be properly grown,
cultivated, stored, and prepared. In developing and tropical
areas, vegetables such as lettuce and other products grown
in soil enriched by human excreta pose a serious hazard for
intestinal infections, and these foods should be avoided by
wary travelers. Our modern supermarkets are now selling
foodstuffs of all types that have been rapidly imported
from other countries and that may carry pathogens. In the
summer months, 75% of many fruits and vegetables are
harvested outside the country and delivered within days
to grocery stores and restaurants in the United States.(%>
Salad bars, now present in most restaurants, provide fruits
and vegetables that may have originated in Mexico, Central
America, or tropical or semitropical climes and are a
major source of food poisoning.!°® The fast-food chain,
particularly those serving undercooked hamburgers, have
been the source of food outbreaks, particularly due to E. coli
0O157:H7 infection in the United States97): this organism
has also led to an epidemic in a child care center. Foodborne
outbreaks have also been due to shigellosis on a commercial
airline,"%®) and to Salmonella in a multistate outbreak due
in contaminated cheese.!” These developments have led
to a changing epidemiology of foodborne disease and to
new approaches to prevention.!'®!") Human handling
during preparation may result in contamination by many
bacteria, especially staphylococci, Salmonella, and Shigella.
Thorough cooking immediately prior to eating will reduce
the hazard of infection but may fail to inactivate preformed
heat-stable toxins such as C. perfringens. Proper refrigera-
tion or freezing of food has been as important as water and
sewage management in the reduction of intestinal diseases.
It prevents the multiplication of most bacteria, and freezing

3Under 200,000 bacteria/ml by standard plate count before pasteurization
and under 30,000 bacteria/ml after pasteurization.

often destroys some parasites such as Toxoplasma gondii
and Trichinella spiralis. However, most organisms or toxins
already present at the time of refrigeration or freezing will
be preserved in the process and can multiply after thawing
and reaching the proper temperature.

14.1.5. Animals and Insect Vectors. Animals pro-
vide the source of infection for many of the diseases
discussed in this book, such as anthrax, brucellosis, Campy-
lobacter infection, leptospirosis, plague, salmonellosis,
tularemia, and yersiniosis. The types of exposure differ:
some are occupational (anthrax) or avocational (tularemia),
some result from common environmental exposures (lep-
tospirosis, salmonellosis), some from close contact with
domestic animals (Campylobacter), or some from contami-
nation of water sources (Campylobacter, yersiniosis) by ani-
mals. Knowledge of these potential sources of infection and
of appropriate specific measures to avoid or minimize expo-
sure is needed.

Insect vectors may play a passive or active role in trans-
mission of bacterial infections. Passive transfer of the organ-
isms of cholera, salmonellosis, and typhoid fever by flies and
other insects may occur but does not seem to be of much
epidemiological significance. Good food sanitation, proper
storage, and screens are useful to prevent such transfer. The
active transport of infection involves multiplication in the
insect host. Rickettsial infections are commonly transmitted
by insect vectors: R. rickettsii of Rocky Mountain spotted
fever by wood, dog, and lone star ticks; R. akari of rick-
ettsialpox by the mouse mite; and R. prowazekii of typhus
fevers by the body louse (louse-borne typhus) or rat flea
(murine typhus). B. burgdorferi, the spirochete that causes
Lyme disease, is transmitted by ticks of the Ixodid genus,
such as I. dammini, the deer tick in eastern and midwest-
ern states, and by I. pacifus in western states. Ticks may
also transmit ehrlichiosis (Sennetsu fever) and babesiosis,
and cases have been recognized in the eastern United States.

The control of many of these insect vectors is very dif-
ficult, since they exist widely in nature and in many domes-
tic gardens and lawns in endemic areas. Careful protection
of the body, especially wearing long pants and high stock-
ings, along with an antitick insecticide in summer months in
outside work is important in prevention of tick bites. Inten-
sive searching of the body, as well as domestic pets, after
potential exposure is important in preventing Lyme infec-
tion, since the tick must remain on the skin some 24 h
before it can transmit the organism. Attention should also be
directed at the control or avoidance of the dog, rat, mouse,
deer, or other animal hosts on which the ticks usually reside.
The body louse is controlled by good personal and cloth-
ing hygiene and by delousing procedures (heat and chemical
treatment).



14.2. Host Factors

The human host may be protected against infection and
disease by quarantine or isolation from the sources of infec-
tion, by good personal hygiene (especially hand washing), by
specific immunization, and by chemoprophylaxis.

14.2.1. Quarantine and Isolation. Quarantine,
which began around 1,348 as a 40-day period of keeping
suspected plague victims aboard ships or in house quarantine
in Venice, has now been rendered largely obsolete by air
travel. The WHO now evokes quarantine measures only for
plague, yellow fever, and cholera. We rely on surveillance
techniques, as discussed in Chapter 2 and by Teutsch,'®
to provide constant monitoring and analysis of infectious
diseases and of other conditions of public health importance.
The emergence of new and antibiotic-resistant infectious
agents!!” has alerted us to the deficiencies in our current
surveillance system in the United States,'? as well as in
Europe.'™ A prevention and surveillance strategy has been
developed by the CDC for these emerging infections.®

Isolation requirement and techniques have also under-
gone redefinition and reassessment (see Chapter 25 and
recent books for details).(!!3!'¥ Varying isolation standards
in hospitals have been developed for various groups of
diseases and often depend on state laws or hospital regu-
lations. Infectious diseases in hospitals have been grouped
according to the degree of isolation recommended. Standard
precautions are recommended for all patients regardless of
their diagnosis. Specific precautions, “transmission-based
precautions,” are recommended for specific situations. Hand
washing remains as a recommendation following any patient
contact.

Standard precautions are now legally mandated based
on the assumption that the blood and certain body fluids
(amniotic fluid, pericardial fluid, peritoneal fluid, pleural
fluid, cerebrospinal fluid, semen, vaginal secretions, and any
body fluid visibly contaminated with blood) are potentially
infected, irrespective of the patient from whom it is derived.
With this in mind, the CDC has issued recommendations for
the prevention of transmission of HIV, hepatitis B, and other
blood-borne pathogens in medical care settings.!'> These
standard precautions are to be applied to all patients, includ-
ing those coming into emergency rooms, where there is often
risk of such exposures and the status of the patients is usually
unknown. The approach also applies to outpatient settings
that involve handling of blood or body fluids. Standard pre-
cautions specifically involve the use of gloves whenever con-
tact with blood or other such body fluids is anticipated and
other barrier techniques (masks, gowns, and protective eye-
wear) whenever splashes of such fluids are expected. This
would apply to the use of gloves when touching blood and
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body fluids, mucous membranes, or soiled articles or sur-
faces, and when doing venipunctures or inserting intravenous
lines, and to the use of masks in operative or invasive proce-
dures. The decision to initiate routine HIV testing or test-
ing of high-risk patients and high-risk hospital personnel
engaged in invasive or other procedures is left to physicians
or individual institutions. If such testing is carried out, the
CDC outlines the principles of informed consent and confi-
dentiality involved.('®

14.2.2. Hygiene. High standards of cleanliness of the
individual, the family, the food prepared, and the commu-
nity contribute to the prevention of infectious diseases. The
simple measure of thorough and frequent hand washing is of
the highest importance in protecting the individual against
pathogens and in interrupting the spread of organisms to oth-
ers. It plays an essential role in controlling the spread of
infection in hospitals and institutions, in restaurants, and in
food processing both in industries and at home. The promo-
tion, distribution, and proper use of soap and water for per-
sonal hygiene in developing countries need greater emphasis.
Its use should decrease enteric and respiratory infections.

14.2.3. Immunization. The specific protection of the
individual against infection and disease is the key to mod-
ern preventive practice. It may be either passive protection
by the transfer of a specific antibody (or antitoxin) from
another person or animal immune to it or active immuniza-
tion through induction of antibody by the organism itself or
an antigenic derivative of it. An ideal vaccine closely sim-
ulates the protection from natural infection, i.e., it produces
good humoral, cellular, and local immunity of long duration.
Preferably, it should be better than the short-lived or incom-
plete immunity found in certain infections such as cholera
or shigellosis. It should be in a form of administration and
at a cost acceptable to the public. The cost of the vaccine
and any side effects should be less than those of the nat-
ural disease prevented by it. These ideals are most closely
met by well-attenuated live vaccines or antigenic derivatives
thereof. The live bacterial vaccines include bacille Calmette—
Guérin (BCG) for tuberculosis, a recently developed and
licensed oral vaccine (using strain Ty21a) for typhoid fever,
and tularemia vaccine. BCG is sparsely used in the United
States, and controversy exists about its efficacy (see below).
Tularemia vaccine is used in rather small, high-risk groups.
Most bacterial vaccines are formalin-, acetone-, or phe-
nolkilled organisms or an antigenic derivative such as the
capsular polysaccharides of the meningococcus and pneu-
mococcus (23 types), the toxoids of diphtheria and tetanus,
or the protein antigens of B. anthracis.

Newer or improved vaccine preparations for many bac-
terial diseases are under development, testing, or licen-
sure such as those for cholera, H. influenzae type b
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conjugate (now licensed and used) pertussis, shigellosis, and
typhoid fever. The use of conjugated polysaccharide vaccines
improves their antigenicity, permitting them to be used in
young children.

Someday, timed-release biodegradable polymers may
permit pulsed release of vaccines, such as tetanus, thus per-
mitting a single shot to be effective, and avoid the loss now
occurring in women and children who do not return to com-
plete the multiple doses required for most killed vaccines.
The Institute of Medicine of the U.S. National Academy of
Sciences has published a comprehensive evaluation of vac-
cine priorities for both developed and developing countries
based on their feasibility, cost, need, effectiveness, accept-
ability, side reactions, and other factors.(!!”

In developing countries, the WHO’s Expanded Program
in Immunization is making an enormous effort to vaccinate
the young children of the world against six targeted diseases
using diphtheria—pertussis—tetanus (DPT), polio, measles,
and BCG vaccines, as well as hepatitis B and yellow fever
vaccine in some regions. Important progress is being made,
and the worldwide coverage in 1996 was approximately
70%. Other organizations are now joining in this effort, as
part of a “Child Survival Program,” and there is a focus
on “growth, oral rehydration therapy, breast feeding, and
immunization” (GOBI). The Children’s Vaccine Initiative,
the organization that manages the technological transition
toward new vaccines, has outlined the desired characteristics
of such vaccines and has stated that they should be capable of
being given orally in the first year of life. In the United States,
the recommendation by states that all children be immunized
before being allowed into school has greatly expanded cov-
erage in this country. Of the nine diseases against which
children are routinely vaccinated, the reported number for
five of these and for congenital rubella syndrome was at
or near the lowest levels ever.!'® The reported number of
these five diseases in 1996 were diphtheria (2 cases), measles
(508 cases), poliomyelitis (wild virus—O0 cases), rubella (238
cases), and tetanus (36 cases). Only seven cases of congenital
rubella syndrome were reported. Measles is a good example
of the progress made. After an outbreak of measles between
1989 and 1991 that involved more than 50,000 cases and
11,000 hospitalizations, reported cases declined from 9,643
cases in 1991 to only 281 in 1993.(18119) Rapid progress is
being made in the reduction of meningitis caused by type b
H. influenzae due to the widespread use of Hib vaccines.

In a survey in 1987, however, serious vaccine deficien-
cies were found in adults.!"?? For example, sero-surveys
indicated that 49—66% of persons 60 years or over lacked
reliable protective levels of circulating antitoxin against
tetanus, and 41-84% lacked adequate protection against
diphtheria. Tetanus is a completely preventable disease, and

persons over 50 account for 70% of reported cases; thus, spe-
cial emphasis must be placed on this age group for tetanus
boosters, or an initial series if not previously vaccinated.
Pneumococcal vaccine is also badly underutilized as indi-
cated by the fact that less than 10% of the higher-risk groups
have been vaccinated. A similar lack of protection of our
adult population exists against many viral diseases, espe-
cially influenza, measles, mumps, rubella, and hepatitis B, as
well as pneumonia. Today, some 50,000-70,000 adults die
each year of influenza, pneumococcal infections, and hep-
atitis B, with a cost to society of these and other vaccine-
preventable diseases of adults exceeding 10 billion dollars
each year.”!) Detailed recommendations have been issued
to improve this situation!?! and a call for action issued by
the CDC.(122)

Recommendations for the immunization of persons
with altered immunocompetence, such as AIDS, have been
made by the Advisory Committee on Immunization Practice
(ACIP). In general, live viral or bacterial vaccines are con-
traindicated in persons with severe immunodeficiency due to
any cause, including HIV-infected persons. However, evalu-
ation and testing for HIV infection of asymptomatic persons
are not necessary before administering measles—mumps—
rubella (MMR) vaccine, since no documented serious
adverse reactions have been noted in either asymptomatic or
symptomatic persons infected with HIV. Thus, MMR vac-
cine is recommended for both adults and children when
otherwise indicated, regardless of HIV status. Enhanced,
inactivated poliomyelitis vaccine is preferred in HI V-infected
persons, as is pneumococcal vaccine of these persons over
age 2 years. HIV-infected children under 2 years should
receive Hib vaccine according to the routine schedules.
Both HIV-infected children may have suboptimal immune
responses to such vaccines. Recent studies suggest, however,
that the benefits of measles, mumps, and rubella vaccines
outweigh the risks to children with AIDS, at least in develop-
ing countries. It should be noted that in developing countries
where the risks of exposure are higher, greater use of live
vaccines is recommended. The WHO thus recommends use
of standard Expanded Programme on Immunization (EPI)
vaccines in persons with symptomatic or asymptomatic HIV
infections,'?¥ but suggests that inactivated poliomyelitis
vaccine (IPV) be considered as an alternative to oral polio
vaccine (OPV). Some complications have arisen with BCG
vaccine in such immunosuppressed children, and its use
should be suspended in unimmunized individuals with symp-
tomatic AIDS in countries where the other targeted diseases
remain serious risks; in asymptomatic HIV-infected individ-
uals in areas where the risk of tuberculosis is high, BCG is
recommended at birth or soon thereafter. Guidelines should
be consulted for updated recommendations, as data are often



incomplete. Separate needles are required to avoid the pos-
sibility of parenteral transmission of HIV (and hepatitis B
virus). The jet gun should not be used in immunization pro-
grams, except in an epidemic emergency, until further data
are available on the possible risks associated with its use.

Table 1324 gives the current recommended schedule
for active vaccination of infants and children. Standards for
pediatric immunization have also been issued by the same
committee.2Y) Information for international travelers,12% ags
well as the uses and limitations of each vaccine, will be found
in the appropriate chapters of this book. A brief summary
follows.

14.2.3.1. Anthrax. No confirmed cases reported in the
United States since 1988. The vaccine is distributed only
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by the Division of Biologics, Michigan Department of Pub-
lic Health, and is intended only for high-risk occupational
exposures, such as persons working with imported goat hair,
wool, and hides (sheep and goats) and laboratory workers
regularly exposed to this organism. The vaccine is a killed
cell-free culture filtrate prepared from the protective anti-
gen. A recent review of anthrax is available.!'?” (See also
Chapter 4.)

14.2.3.2. Botulism. There are three forms: classical,
infant, and wound; a total of 119 cases were reported in 1996.
Passive immunization is available consisting of horse serum
with anti-A, B, and E toxins and used for persons strongly
suspected of botulism or when disease is first diagnosed.
Trivalent antitoxin is available from the CDC in Atlanta.

Table 13. Recommended Childhood Immunization Schedule, United States, 1997¢

Age

Vaccine Birth 1 mo 2 mos 4 mos 6 mos 12 mos 15 mos 18 mos 4-6 yrs 11-12 yrs  14-16 yrs
Hepatitis B> Hep B-1 Hep B-2 Hep B-3 Hep B¢
Diphtheria, and tetanus DTapor DTapor DTapor DTap or DTapor Td

toxoids and acellular DTP DTP DTP DTP DTP

pertussis?
Haemophilus influenzae Hib Hib Hib Hib

type b¢
Poliovirus/ Polio/ Polio Polio Polio
Measles, mumps, rubellas MMR MMR or

MMR

Varicella virus” Var Var

“This schedule indicates the recommended age for routine administration of currently licensed childhood vaccines. Some combination vaccines are available and may be used
whenever administration of all components of the vaccine is indicated. Providers should consult the manufactures’ package inserts for detailed recommendations. Vaccines are
listed under the routinely recommended ages. Bars indicate range of acceptable ages for vaccination. Shaded bars indicate catch-up vaccination: at 11-12 years, hepatitis B
vaccine should be administered to children not previously vaccinated, and varicella virus vaccine should be administered to unvaccinated children who lack a reliable history of
chickenpox. Use of trade names and commerical sources is for identification only and does not imply endorsement by the Public Health Service or the U.S. Department of Health
and Human Services. Source: Advisory Committee on Immunization Practices (ACIP), American Academy of Pediatrics (AAP), and American Academy of Family Physicians
(AAFP).

b Infants born to hepatitis B surface antigen (HBsAg)-negative mothers should receive 2.5 jLg of Merck vaccine (Recombivax HB®) or 10 j1g of SmithKline Beecham (SB)
vaccine (Energix-B®). The second dose should be administered >1 month after the first dose. Infants born to HBsAg-positive mothers should receive 0.5 ml hepatitis B immune
globulin (HBIG) within 12 h of birth and either 5 g of Merck vaccine (Recombivax HB®)) or 10 g of SB vaccine (Engerix-B(®)) at a separate site. The second dose is
recommended at age 1-2 months and the third dose at age 6 months. Infants born to mothers whose HBsAg status is unknown should receive either 5 ug of Merck vaccine
(Recombivax HB®)) or 10 g of SB vaccine (Engerix-B(®)) within 12 h of birth. The second dose of vaccine is recommended at age 1 month and the third dose at age 6 months.
Blood should be drawn at the time of delivery to determine the mother’s HBsAg status; if it is positive, the infant should receive HBIG as soon as possible (no later than age 1
week). The dosage and timing of subsequent vaccine doses should be based on the mother’s HBsAg status.

“Children and adolescents who have not been vaccinated against hepatitis B during infancy may begin the series during any childhood visit. Those who have not previously
received three doses of hepatitis B vaccine should initiate or complete the series at age 11-12 years. The second dose should be administered at least 1 month after the first dose,
and the third dose should be administered at least 4 months after the first dose and at least 2 months after the second dose.

“Diphtheria and tetanus toxoids and acellular pertussis vaccine (DTaP) is the preferred vaccine for all doses in the vaccination series, including completion of the series in children
who have received one or more doses of whole-cell diphtheria and tetanus toxoids and pertussis vaccine (DTP). Whole-cell DPT is an acceptable alternative to DTaP. The fourth
dose of DTaP may be administered as early as 12 months of age, provided 6 months have elapsed since the third dose and if the child is considered unlikely to return at age 15-18
months. Tetanus and diphtheria toxoids (Td), absorbed, for adult use, are recommended at age 11-12 years if at least 5 years have elapsed since the last dose of DTP, DTaP, or
diphtheria and tetanus toxoids. Subsequent routine Td boosters are recommended every 10 years.

“Three H. influenzae type b (Hib) conjugate vaccines are licensed for infant use. If PRP-OMP (PedvaxHIB®) [Merck]) is administered at ages 2 and 4 months, a dose at age 6
months is not required. After completing the primary series, any Hib conjugate vaccine may be used as a booster.

/Two poliovirus vaccines are currently licensed in the United States: inactivated poliovirus vaccine (IPV) and oral poliovirus vaccine (OPV). The following schedules are all
acceptable by ACIP, AAP, and AAFP, and parents and providers may choose among them: (1) IPV at ages 2 and 4 months and OPV at age 12—18 months and at age 4-6 years;
(2) IPV at ages 2, 4, and 12—18 months and at age 4-6 years; and (3) OPV at ages 2, 4, and 6—18 months and at age 4-6 years. ACIP routinely recommends schedule 1. IPV is
the only poliovirus vaccine recommended for immunocompromised persons and their household contacts.

8The second dose of measles—mumps—rubella vaccine is routinely recommended at age 4-6 years or at age 11-12 years but may be administered during any visit, provided at
least 1 month has elapsed since receipt of the first dose and that both doses are administered at or after age 12 months.

"Susceptible children may receive varicella vaccine (Var) during any visit after the first birthday, and unvaccinated persons who lack a reliable history of chickenpox should be
vaccinated atl1-12 years. Susceptible persons aged>13 years should receive two doses at least 1 month apart.
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There is a 10-15% risk of adverse reactions (anaphylaxis,
serum sickness). Botulism toxoid is also available and effec-
tive, but because of the rarity of the intoxication, it is rec-
ommended only for laboratory workers and others working
directly with the toxin. It can be obtained from the CDC. (See
also Chapter 6.)
14.2.3.3. Cholera. The available inactivated vaccine
offers rather poor protection (about 50%) over a short period
(3—6 months); the transmission of infection is not prevented.
No country or territory currently requires immunization for
entry.1?® However, local authorities may require it, and one
dose satisfies such regulations and is valid for 6 months. For
persons highly exposed in highly endemic areas, a three-dose
primary series is given 1 week to 1 month apart and a booster
dose every 6 months. The vaccine is probably not effective
against the newly discovered V. cholera 039 strain. A number
of oral cholera vaccines are under development and testing,
some of which contain the V. cholera 039-Bengal strain.
14.2.3.4. Diphtheria—Pertussis—Tetanus (DPT) Vaccine
(see Table 13). Routine primary immunization with DPT
vaccine is given at 2, 4, and 6 months with a fourth dose
at 15 months and a booster at 4-6 years before entry into
school."?* Some 20% of adults or more may be unprotected
against diphtheria and need either a full primary series or
a booster dose of a preparation for adults or children >7
years old (Td). Booster doses of Td are suggested for all
adults every 10 years.!"?) Local Arthus-type reactions and
sometimes systemic immune complex reactions (serum sick-
ness) may occur in hyperimmunized adults. These may be
attended by severe head, muscle, and joint aches and fever of
about 24 h duration. Corticosteroids may be given orally over
3-5 days, for symptomatic relief. Diphtheria antitoxin should
be given to asymptomatic, unimmunized contacts in whom
close surveillance is not possible, plus penicillin (600,000
U of the benzathine form or, if sensitive, a 7-day course
of erythromycin) and injection of diphtheria toxoid. If close
surveillance is possible, the antitoxin can be omitted.
14.2.3.5. Haemophilus influenzae Type b Vaccine
(Hib). This infection is an important cause of meningitis
in children, particularly those under the age of 5 years, and
is now being recognized as important in older persons whose
immunity has waned. Two forms of conjugated vaccines are
available, and two in combination with DPT. They are given
at 2, 4, and 6 months with DPT and OPV and again at 12-15
months when MMR is given. One preparation (PRP—-OMP)
is not given at 6 months (see Table 13 on routine active vac-
cination of infants and children). (See also Chapter 16.)
14.2.3.6. Meningococcal Infections. Meningococcal
infections can result in epidemics but, in U.S. civilians, most
commonly occur as single cases or localized clusters, with
a third of the cases occurring in persons 20 years of age

or over. Two polysaccharide vaccines are currently avail-
able in the United States: a bivalent A-C and a quadriva-
lent vaccine containing A, C, Y, and W-135 polysaccharides.
A single dose of either is adequate to induce serospecific
immunity.®? Routine vaccination is not recommended in the
United States because of the relatively low risk of infection
and because a good group B antigen is not available. Vaccine
usage is recommended as an adjunct to antibiotic chemopro-
phylaxis for household and other close contacts of persons
with meningococcal disease due to serotypes A, C, Y, and
W-135. The quadrivalent vaccine is recommended for travel-
ers to endemic areas. The duration of protection is unclear.
Side reactions are infrequent and mild, but the safety for
pregnant women has not been established. Because of the
high risk in military recruits, they have received meningo-
coccal vaccine on entering the services since the early 1970s.
Currently, they receive groups A, C, Y, and W-135. (See also
Chapter 23.)

14.2.3.7. Plague. The vaccine consists of formalin-
inactivated organisms; its efficacy has not been critically
evaluated. It should be given only to high-risk groups such as
field and laboratory personnel exposed to the organism and
possibly to workers in plague enzootic or endemic rural areas
where avoidance of rodents, fleas, and wild rabbits is not fea-
sible (agricultural advisors, Peace Corps volunteers, or mil-
itary personnel on maneuvers).?» The schedule consists of
five injections, with dosage varying with age. In the face of
continued exposure, single booster doses at about 6-month
intervals are given for two doses, then at 1- to 2-year inter-
vals. Local reactions are common, sterile abscesses are rare,
and systemic reactions (fever, headache, and malaise) may
occur on repeated injections. (See also Chapter 27.)

14.2.3.8. Pneumococcal Infections. The estimated
annual incidence of pneumococcal pneumonia in the United
States is 68—260 cases per 100,000 population and of bac-
teremia is 7-25 per 100,000. Mortality is highest in patients
with bacteremia, meningitis, underlying medical conditions,
and those over 60 years of age. The currently available
pneumococcal polysaccharide vaccine contains purified cap-
sular materials from 23 types of S. pneumoniae, which
together account for 87% of recent bacteremic pneumo-
nia in the United States. The vaccine is particularly recom-
mended for three groups: (1) adults with chronic diseases,
especially of the cardiovascular or pulmonary systems; (2)
adults with chronic illnesses specifically associated with
an increased risk of pneumococcal infection or its com-
plications (splenic dysfunction, Hodgkin’s disease, multiple
myeloma, cirrhosis, alcoholism, renal failure, CSF leaks, and
in immunosuppressed patients); and (3) older adults, espe-
cially those 65 years of age and over, regardless of whether
they are healthy or diseased. Vaccination is recommended



for hospitalized patients in these high-risk groups before dis-
charge. A single dose is recommended without a booster.
Mild side reactions consisting of erythema and pain at the
site of injection occur in about half the recipients. Medicare
helps pay the cost in these designated groups. Pneumococcal
infections are also a problem in young children in developing
countries, so that there is increasing interest in the use of the
vaccine in these groups. (See also Chapter 28.)

14.2.3.9. Tetanus. See DPT (see Section 14.2.3d) for
routine immunization. For wound management, tetanus—
diphtheria (Td) adult-type, or tetanus toxoid (TT) only, is used
alone or in combination with tetanus immune globulin (TIG)
in doses of 250 U (in separate site and syringe), depending
on the severity of the wound and the history of prior immu-
nization. Moderate to severe local and systemic reactions
may occur in some hyperimmune adults receiving booster
doses or for wound prophylaxis. (See also Chapter 37.)

14.2.3.10. Tuberculosis. This disease remains the
most important cause of death in the world due to an infec-
tious agent. It is a major killer of individuals in persons aged
20-30 years. In 1994, the WHO declared this disease to be
a public health emergency,'?® and it is believed to be “out
of control” in many parts of the world. The WHO identi-
fied 10 industrial countries in which cases of tuberculosis
increased 5-33% in recent years. In the United States, an
estimated 15 million persons are believed to be infected.
The increase of infection in HIV-infected persons with the
emergence of multidrug-resistant strains in this group and
in others who were inadequately treated is of special con-
cern. Such resistant strains spread readily to others. About
4.5% of tuberculosis in the United States was associated
with HIV infection, and a rise to 13.8% is anticipated by the
year 2000. As Comstock"?>” has pointed out, the patterns of
change and reasons for it are multiple and complex both in
the United States and other areas of the world. While HIV is
widely blamed, there are many other factors such as migra-
tion, poverty, malnutrition, and decreased tuberculosis con-
trol efforts, and it is difficult to assess the relative importance
of each in the trends observed. In 1991, 56% of active cases
were reported among Hispanics and African Americans. The
only vaccine available is BCG, and contradictory evidence
exists as to its efficacy. An excellent brief review has recently
summarized the evidence.'*” More people have received
BCG vaccine than any other vaccine, yet its efficacy remains
in doubt. It is a part of the routine WHO EPI program. For
example, the WHO estimates that 85% of all children born
in 1990 received BCG vaccine in their first year of life. Esti-
mates of its efficacy range from 0 to 80% in different settings.
Such great variation has been attributed to different vaccine
strains, methodological differences, variation in the infect-
ing organism in different countries, the genetic background
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of the exposed groups, and environmental interactions with
other mycobacterial strains in the population. Indeed, a
higher efficacy has been seen against leprosy than tubercu-
losis in some studies. One recent meta-analysis involving
14 trials and 12 observational studies concluded that BCG
reduced the risk of tuberculosis by 50%,3! despite great
heterogeneity in the data. In another meta-analysis of results
showing homogeneity, BCG was 86% effective against mil-
iary tuberculosis and tuberculous meningitis; the preventive
effect against pulmonary tuberculosis showed such hetero-
geneity that they did not calculate a summary measure.!3?
It seems reasonable to believe that BCG is effective against
the spread of tuberculosis within the body, such as miliary
spread and spread to the meninges, but that its protection
against infection varies greatly in different settings and with
different vaccines. Comstock'>” has discussed the use of
BCG and the CDC has outlined its use in control in a joint
statement with the ACIP and the Advisory Committee on the
Control of Tuberculosis.'*¥ General problems in the produc-
tion standards for BCG and the need for recombinant tech-
nology in the development of a vaccine whose mechanism
of action and efficacy can be better understood and evaluated
have been recently presented.!3+139 BCG use is not rou-
tinely recommended in the United States because of the gen-
erally low incidence of disease and because BCG interferes
with the interpretation of the tuberculin skin test. These rec-
ommendations may have to be modified for high-risk groups,
in view of recent increases in incidence and resistant organ-
isms. (See also Chapter 39.)

14.2.3.11. Typhoid. Notrecommended for routine use
in the United States or for international travel except for areas
where there is a recognized risk of exposure to Salmonella
typhi. 1t is recommended for travelers who will have pro-
longed exposure to potentially contaminated food and water
in smaller cities or villages in rural areas in Africa, Asia,
and Central and South America. An oral, live attenuated vac-
cine is licensed containing the Ty21la strain. It is taken in
an enteric-coated capsule on alternate days for four doses,
with a booster dose every 5 years if exposure continues.!3”)
An inactivated parenteral vaccine is also available and soon
a Vi capsular polysaccharide vaccine will be available. Few
reactions are due to the oral vaccine, but local and systemic
reactions lasting 1-2 days are common with the inactivated
parenteral vaccine. (See also Chapter 42.)

14.2.4. Antibiotic Prophylaxis. The success of pre-
venting natural infection or disease or both with antibiotic
prophylaxis depends on the sensitivity of the organism to the
drug employed, whether single or multiple bacterial species
are involved, the timing of administration in relation to infec-
tion, and the ability of the drug to reach effective concen-
trations in body sites before the organism is present. It has
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Table 14. Prophylactic Uses of Antibiotics
Chapter (section)
Condition in this volume Persons at risk Antibiotic Dose/time
Diphtheria 13(9) Carriers of toxigenic strains Penicillin or erythromycin Full dose over 7-10 days
Gonorrhea 15(9) Persons sexually exposed to infection Penicillin Full dosage as for treatment
Meningococcal 23(9) Intimate contacts of cases or in closed Sulfadiazene for sensitive 1 g adults or 0.5 g children q
meningitis outbreaks organisms 12 h x 4 doses
Rifampin 10 mg/kg per day for 4 days
Strep and rheumatic fever 34(9) Rheumatic heart disease patients Penicillin (benzathine), i.m. 1.2 million U/mo
(prevention of rheumatic fever)
Sometimes family contacts of strep cases Penicillin, oral 200,000-250,000 U daily
Surgical infections 25(9.2.8)  Certain surgical patients” Dependent on site of operation
Syphilis 35(9) Known exposures (“epidemiological Penicillin Same as treatment
treatment”)
Tuberculosis 39(9.3) Recent skin test positive INH Adults 5 mg/kg per day for
Contacts of cases 12 mo

Healed Tb patients; never treated Tb cases

“C-V, C-section and vaginal hysterectomy, prophylactic hip, certain intestinal, biliary, CNS.

been employed in persons at high risk after known expo-
sure in epidemics (meningococcus), in household contacts
of cases (e.g., streptococcus, meningococcus, tuberculosis),
and in sexual partners (gonococcus, syphilis), one of whom
is infected. It has been employed after infection is diagnosed
to prevent further spread or to limit complications (tubercu-
losis, rheumatic fever) or to limit the duration of the carrier
state. The major limitations have been the development of
antibiotic resistance, multiple organisms causing the disease,
and poor patient compliance for long-term prophylaxis. Any
mass prophylactic program aimed at a large group, especially
a closed population, over a long term sets the stage for the
development of resistance in the organism of interest as well
as other circulating organisms. Antibiotic prophylaxis has
met with debatable success when the bacterial sensitivity is
not high, if the antibiotic is inhibitory but not bactericidal, if
multiple organisms are involved (especially gram-negative),
and if the risk of infection is relatively low, as in clean surgi-
cal operations. For greater detail, see books on clinical infec-
tious diseases®®® or reviews on antibiotic usage,*® as well
as specific chapters in this book.

Table 14 lists some uses of antibiotic prophylaxis. The
most successful are the prevention of recurrent streptococ-
cal infections in persons with rheumatic heart disease and
the prevention of disease in persons with infections due to
M. tuberculosis, especially recent infections. Antibiotic pro-
phylaxis with sulfadiazine for sulfa-sensitive organisms or
rifampin for sulfa-resistant organisms is advocated for fam-
ily or close contacts of patients with meningococcal menin-
gitis or outbreaks in closed settings. These principles apply
in large community outbreaks when sulfadiazine is given
on a mass basis for sulfonamide-sensitive meningococci;

of resistant strains in this situation, rifampin is not recom-
mended because of the possibility of developing resistance to
this drug."” “Epidemiological treatment” after known sex-
ual exposure to gonorrhea or syphilis is effective, but requires
a full therapeutic regimen. Prevention of infection during and
after surgery is advocated in surgical procedures at high risk
to infection such as total hip and knee replacement, colon—
rectal surgery, and transurethral resection of the prostate.(!>?
Patients whose immune status is compromised by steroids,
irradiation, alkylating and antimetabolic agents, and other
immunosuppressive drugs are at high risk to certain bacte-
rial, fungal, and viral organisms, including some that are not
normally pathogenic, but no antimicrobial prophylaxis has
been effective. They may be placed in protective isolation
(see Section 14.2.1) and closely watched and antibiotic ther-
apy instituted if infection occurs. A possible exception to the
ineffectiveness of antibiotics in preventing infections is the
prophylactic use of isoniazid in immunosuppressed patients
with inactive tuberculosis. Antibiotics or other prophylac-
tic measures for prevention of traveler’s diarrhea are recom-
mended only for the long-term traveler in high-risk endemic
areas®%199): for short-term visitors, bismuth subsalicylate has
proved useful.4¥

15. References

1. Last, J. M. E., A Dictionary of Epidemiology, 2nd ed., Oxford Uni-
versity Press, New York, 1988.

2. Evans, A. S., Re: Definitions of epidemiology [letter], Am. J. Epi-
demiol. 109:379-381 (1979).

3. Evans, A. S., The clinical illness promotion factor. A third ingredient,
Yale J. Biol. Med. 55:193-199 (1985).



12.

14.

15.

16.

17.

18.

19.

20.
21.

22.

23.

24.

25.

26.

217.

Evans, A. S., Subclinical epidemiology. The First Harry A. Feldman
Memorial Lecture, Am. J. Epidemiol. 125:545-555 (1987).

Evans, A. S., and Kaslow, R. A. (eds.), Viral Infections of Humans:
Epidemiology and Control, 4th ed., Plenum Medical, New York,
1997.

Eisenstein, B. L., The polymerase chain reaction: A new method
of using molecular genetics for medical diagnosis, N. Engl. J. Med.
322:178-183 (1990).

Centers for Disease Control and Prevention, Reference and Disease
Surveillance, Centers for Disease Control and Prevention, Atlanta,
1994.

Tompkins, L. S., The use of molecular methods in infectious diseases,
N. Engl. J. Med. 327:1290-1297 (1992).

Kuller, L. H., Relationship between acute and chronic disease epi-
demiology, Yale J. Biol. Med. 60:363-366 (1987).

Lederberg, J., Shope, R. E., and Oaks, S. C. J. (eds.), Emerging Infec-
tions: Microbial Threats to Health in the United States, National
Academy Press, Washington, DC, 1992.

Centers for Disease Control, Addressing emerging infectious disease
threats: A prevention strategy for the United States. Executive sum-
mary, Morbid. Mortal. Week. Rep. 43(No. RR-5):1-18 (1994).

Cutts, F. T., Waldman, R. J., and Zoffman, H. M. D., Surveillance
for the Expanded Programme on Immunization, Bull. World Health
Organ. 71:633-639 (1993).

Brogan, D., Flagge, E. W., Deming, M., and Wsalsman, R., Increas-
ing accuracy of the Expanded Programme on Immunization’s cluster
survey design, Ann. Epidemiol. 4:302-311 (1993).

Centers for Disease Control, Guidelines for evaluating surveillance
systems, Morbid. Mortal. Week. Rep. 37:S-5 (1988).

Desenclos, J.-C., Bijkerk, H., and Huisman, J. Variations in national
infectious diseases surveillance in Europe, Lancet, 341:1003—1006
(1993).

Teutsch, S. M., and Churchill, R. E., Principles and Practice of Public
Health Surveillance, Oxford University Press, New York, 1994.
Benenson, A. S., Control of Communicable Diseases Manual, 16th
ed., American Public Health Association, New York, 1995.

Kelsey, J. L., Thompson, W. D., and Evans, A. S. Methods in Obser-
vational Epidemiology, Oxford University Press, New York, 1989.
Hennekens, C. H., and Buring, J. E., Epidemiology in Medicine, Lit-
tle, Brown, Boston, 1987.

Rothman, K. J., Modern Epidemiology, Little, Brown, Boston, 1986.
Lilienfeld, D. E., and Stolley, P., Fundamentals of Epidemiology, 3rd
ed., Oxford University Press, New York, 1994.

Beaglehole, R., Bonita, R., and Kjellstrom, T., Basic Epidemiology,
World Health Organization, Geneva, 1993.

Mueller, N., Evans, A. S., Harris, N. L., Comstock, G. W., Jellum, E.,
Magnus, K., Orientreich, N., Polk, B. F., and Vogelman, J., Hodgkin’s
disease and Epstein-Barr virus. Altered antibody patterns before diag-
nosis, N. Engl. J. Med. 320:689-695 (1989).

Kelsey, J. L., Thompson, W. D., and Evans, A. S. (eds.), Epi-
demic investigation, in: Methods in Observational Epidemiology, pp.
212-253, Oxford University Press, London, 1986.

Gregg, M. B., The principles of epidemic investigation, in: Oxford
Textbook of Public Health (A. Chappie, W. W. Holland, R. Detels,
and G. Knox, eds.), pp. 284-297, Oxford University Press, London,
1986.

Centers for Disease Control, Investigation of disease outbreaks,
Homestudy Course 3030-G, Manual 6: 1-79 (1979).

Dwyer, D. M., Strickler, H., Goodman, R. A., and Armenian, H. A.,
Use of case—control studies in outbreak investigations, Epidemiol.
Rev. 16:109-123 (1994).

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44,

45.

46.

47.

48.

49.

Chapter1 -« Epidemiological Concepts

MacKensie, W. R., Hoxie, N. J., Proctor, M. E., et al., A mas-
sive outbreak in Milwaukee of Cryptosporidium infection transmit-
ted through the public water supply, N. Engl. J. Med. 331:161-167
(1994).

Fraser, D. W., Tsai, T. R., Orenstein, W., Perkin, W. E.,
Beecham, H. J., Sharrar, R. G., Harris, J., Mallison, G. F., Martin,
S. M., Shepard, C. C., Brachman, P. S., and the Field Investigation
Team, Legionnaire’s disease—Description of an epidemic of pneu-
monia, N. Engl. J. Med. 287:1189-1197 (1977).

Helsted, A. G., Mandel, A. D., and Evans, A. S., Thermostable
Clostridium perfringens as cause of food poisoning outbreak, Pub-
lic Health Rep. 82:157-161 (1967).

Jawetz, E., Melnick, J., and Adelberg, E. A. Review of Medical Micro-
biology, 17th ed., Lange, Los Altos, CA, 1987.

Mims, C. A., Playfair, J. H. L., Roitt, I. M., Wakelin, D., and
Williams, R., Medical Microbiology, Mosby, St. Louis, 1993.
Urbaschek, B., and Urbaschek, R., Introduction and summary. Per-
spectives on bacterial pathogenesis and host defense, Rev. Infect. Dis.
9(Suppl 5):S431-S436 (1987).

Smith, H., Pathogenicity and the microbe in vivo. The 1989 Fred
Griffin Lecture, J. Gen. Microbiol. 136:377-393 (1990).

Mims, C. A., The Pathogenesis of Infectious Disease, 3rd ed., Grune
& Stratton, New York, 1987.

Mims, C. A., The Zvonimir Dinter Memorial Lecture. New insights
into the pathogenesis of viral infection, Ver. Microbiol. 33:5-12
(1992).

Ruddle, N., Tumor necrosis factor and related cytotoxins, Immunol.
Today 8:129-130 (1987).

Mandell, G. L., Bennett, J. E., and Dolin, R. (eds.), Principles and
Practice of Infectious Diseases, Churchill Livingstone, New York,
1995.

Mims, C. A., The origin of major human infections and the cru-
cial role of person-to-person spread, Epidemiol. Infect. 106:423—433
(1991).

Aronsen, S. S., and Osterholm, M., Infectious disease in child day
care: Management and prevention. Summary of the symposium and
recommendations, Rev. Infect. Dis. 8:672—-679 (1986).

Osterholm, M. T., Pierson, L. M., and White, K. E., Libby, T. A.,
Kuritsky, J. N., and McCollough, J. G., The risk of subsequent
transmission of Hemophilus influenzae type B disease among chil-
dren in a daycare center: Results of a two-year statewide prospec-
tive surveillance and contact survey, N. Engl. J. Med. 316:1-5
(1987).

Black, R. E., Epidemiology of travelers’ diarrhoea and relative impor-
tance of various pathogens, Rev. Infect. Dis. 12(Suppl. 1):S73-S79
(1990).

DuPont, H. L., Ericsson, C. D., Johnson, P. C., and Cabada, J., de la,
Use of bismuth subsalicate for the prevention of travelers diarrhoea,
Rev. Clin. Infect. Dis. 12(Suppl. 1): S54-S67 (1990).

Comstock, G., Tuberculosis in twins: A re-analysis of the Prohphit
survey, Am. Rev. Respir. Dis. 117:621-624 (1978).

Price, D. L., Tetanus toxoid: Direct evidence for retrograde intraax-
onal transport, Science 188:945-947 (1975).

Paul, W. E., Fundamental Immunology, 3rd ed., Raven Press,
New York, 1993.

Kuby, J., Immunology, 2nd ed., W.H. Freeman, New York, 1994.
Klein, J. O., Feigin, R. D., and McCracken, G. H. J., Report on the
task force on the diagnosis and management of meningitis, Pediatrics
78(Suppl. Part 2):956-989 (1986).

Schlech, W. F.,, Ward, J. ., Band, J. D., Hightower, A., Graser, D., and
Broome, C., Bacterial meningitis in the United States, 1978— 1981.

47



48 A.S.Evans

50.

51.

52.

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.

69.
70.

The National Bacterial Meningitis Surveillance Study, J. Am. Med.
Assoc. 253:1749-1754 (1985).

Durand, M. L., Calderwood, S. B., Weber, D. J., et al., Acute bacte-
rial meningitis in adults. A review of 493 episodes, N. Engl. J. Med.
328:21-28 (1993).

Grant, J. P., The state of the World’s Children, 1990, Oxford Univer-
sity Press, Oxford, 1990.

Berman, S., and Mclntosh, G., Selective primary health care: Strate-
gies for control of disease in the developing world: XXI. Acute res-
piratory infections, Rev. Infect. Dis. 7:674—691 (1985).

Berman, S., Acute respiratory infections, Infect. Dis. Clin. North Am.
5:319-336 (1991).

Berman, S., Epidemiology of acute respiratory infections in chil-
dren of developing countries, Rev. Infect. Dis. 13(Suppl. 6):S454-462
(1991).

Selwyn, B. J., Epidemiology of acute respiratory tract infection in
young children: Comparison of findings from several developing
countries, Rev. Infect. Dis. 12(Suppl. 8):S870-S888 (1990).

Evans, A. S., and Dick, E. C., Acute pharyngitis and tonsillitis in
University of Wisconsin students, J. Am. Med. Assoc. 190:699-708
(1964).

Glezon, W. P, Clyde, W. A., Senior, J. J., Schaeffer, C. L.,
and Denny, F. W., Group A streptococcus, mycoplasmas, and
viruses associated with acute pharyngitis, J. Am. Med. Assoc. 292:
455-460 (1967).

Stevens, D. L., Invasive group A streptococcus infections, Clin.
Infect. Dis. 14:2-11 (1992).

Stevens, D. L., Invasive group A streptococcal infections: The past,
present and future, Pediatr. Infect. Dis. J. 13:561-566 (1994).
Rappule, R., Perguni, M., and Falsen, E., Molecular epidemiology of
the 1984-1986 outbreak of diphtheria in Sweden, N. Engl. J. Med.
318:12-14 (1988).

Brasfield, D. S., Stagno, S., Whitley, R. J., Cloud, G., Cassell, G., and
Teller, R. E., Infant pneumonitis associated with cytomegalovirus,
Chlamydia, Mycoplasma pneumoniae, and ureaplasma. Follow up,
Pediatrics 79:76-83 (1982).

Foy, H. M., Kenny, G. E., Sepi, R., Ochs, H. D., and Allan, I. D.,
Long-term epidemiology of infections with Mycoplasma pneumo-
niae, J. Infect. Dis. 139:681-687 (1979).

Grayston, J. T., Kuo, C. C., Wang, S. P, and Altman, J., A new
Chlamydia psittaci strain, TWAR, isolated in acute respiratory tract
infections, N. Engl. J. Med. 315:161-168 (1986).

Grayston, J. T., Chlamydia pneumoniae (TWAR), in: Mandell, Dou-
glas and Bennett’s Principles and Practice of Infectious Diseases
(G. L. Mandell, J. E. Bennett, and R. Dolin, eds.), pp. 1696-1701,
Churchill Livingstone, New York, 1995.

Fang, G. D., Fine, M., Orloff, J. S., SArisume, D., Yu, V. L.,
Kapoor, W., Grayston, J. T., Kohler, R. R., Yee, Y. C.,, Rih, D.,
and Vickers, R. M., New and emerging pathogens for community-
acquired pneumonia with implication for therapy: A prospective mul-
ticenter study of 349 cases, Medicine 69:307-316 (1990).

Marrie, T. J., Epidemiology of community acquired pneumonia in the
elderly, Semin. Respir. Infect. 5:260-268 (1990).

Marrie, T. J., Community-acquired pneumonia, Clin. Infect. Dis.
4:501-515 (1994).

Marrie, T. J., New aspects of old pathogens of pneumonia, Med. Clin.
North Am. 78:987-995 (1994).

Klein, J. O., Otitis media, Clin. Infect. Dis. 19:823-833 (1994).
Hedberg, C. W., and Osterholm, M. T., Outbreaks of food-borne
and waterborne viral gastroenteritis, Clin. Microbiol. Rev. 6:199-210
(1993).

1.

72.

73.

74.

75.

76.

7.

78.

79.

80.

81.

82.

83.

84.

85.

86.

87.

88.

89.

90.

91.

92.

93.

94.

Bean, N. H., and Griffin, P. M., Food-borne disease outbreaks in the
United States, 1973-1987: Pathogens, vehicles and trends, J. Food
Protect. 53:804-817 (1990).

Guerrant, R. L., Hughes, J. M., Lima, N. L., and Crane, J., Diarrhea
in developed and developing countries: Magnitude, special settings,
and etiologies, Rev. Infect. Dis. 12(Suppl. 1): S41-S49 (1990).
Blaser, M. J., Helicobacter pylori and the pathogenesis of gastroduo-
denal inflammation, J. Infect. Dis. 161:626-633 (1990).

Blaser, M. J., and Parsonnet, J., Parasitism by the slow bacterium
Helicobacter pylori leads to altered gastric homeostasis and neopla-
sia, J. Clin. Invest. 94:4-8 (1994).

National Institutes of Health, Summary of the NIH consensus. Heli-
cobacter pylori in peptic ulcer disease, Md. Med. J. 43:923-924
(1994).

Welliver, R. C., and McLaughlin, S., Unique epidemiology of noso-
comial infection in a children’s hospital, Am. J. Dis. Child. 138:
131-135 (1984).

Kelly, T. W. J., Patrick, M. R., and Hillman, K. M., Study of diarrhoea
in critically ill patients, Crit. Care Med. 11:7-9 (1983).

Gelb, A., and Millers, S., AIDS and gastroenterology, Am. J. Gas-
troenterol. 81:619-622 (1986).

DuPont, H. L., Travellers’ diarrhoea. Which antimicrobial? Drugs
45:910-917 (1993).

DuPont, H. L., and Ericsson, C. D., Prevention and treatment of
traveler’s diarrhea [see comments], N. Engl. J. Med. 328:1821-1827
(1993).

McAllister, T. A., Oercival, A., Alexander, J. G., Boyce, J. H. M. H.,
Dulake, C., and Wormald, P. J., Multicenter study of sensitivities of
urinary tract pathogens, Postgrad. Med. J. 47(Suppl.):7-40 (1971).
Andriole, V. T., Pyelonephritis, in: Infectious Diseases (P. D.
Hoeprich, C. Jordan, and A. R. Ronald, eds.), pp. 602—-612, Harper
& Row, New York, 1994.

Johnson, C. C., Definitions, classification, and clinical presenta-
tion of urinary tract infections, Med. Clin. North Am. 75:241-252
(1991).

Neu, H. C., Urinary tract infections, Am. J. Med. 92:63S-70S (1992).
McCue, J. D., Urinary tract infections in the elderly, Pharmacother-
apy 13:515-53S (1993).

Pappas, P. G., Laboratory in the diagnosis and management of urinary
tract infections, Med. Clin. North Am. 75:313-325 (1991).

Centers for Disease Control and Prevention, Sexually Transmitted
Disease Surveillance, 1992—1993, Centers for Disease Control and
Prevention, Atlanta, 1994.

Centers for Disease Control, Premarital sexual experience among
adolescent women—United States, 1970-1988, Morbid. Mortal.
Week. Rep. 39:929-932 (1991).

Holmes, K. K., and Stamm, W. E., Chlamydial genital infections: A
growing problem, Hosp. Pract. 14:105-117 (1979).

Emori, T. G., and Gaynes, R. P., An overview of nosocomial infec-
tions, including the role of the microbiology laboratory, Clin. Micro-
biol. Rev. 6:428-442 (1993).

Koneman, E. W., Introduction to Diagnostic Microbiology, Lippin-
cott, Philadelphia, 1994.

Baron, E. J., Peterson, L. R., and Finegold, S. M., Bailey and Scott’s
Diagnostic Microbiology, 9th ed., Mosby, St. Louis, 1994.

Centers for Disease Control, Reference and Disease Surveillance—
1993, Centers for Disease Control, Atlanta, 1993.

Woods, G. L., and Washington, J. A., The clinician and the microbiol-
ogy laboratory, in: Principles and Practice of Infectious Diseases (G.
L. Mandell, J. E. Bennett, and R. Dolin, eds.), pp. 169-199, Churchill
Livingstone, New York, 1995.



95.

96.

97.

98.

99.

100.

101.

102.

103.

104.

105.

106.

107.

108.

109.

110.

111.

112.

113.

114.

115.

Maslow, J. N., Mulligan, M. E., and Arbeit, R. D., Molecular epi-
demiology: Applications of contemporary techniques to the typing of
microorganisms, Clin. Infect. Dis. 17:153-164 (1993).

Centers for Disease Control and Prevention, Addressing Emerging
Infectious Disease Threats. A Prevention Strategy for the United
States, Department of Health and Human Services, Public Health Ser-
vices, Atlanta, 1994,

Henle, J., On Miasmata and Contagie, Johns Hopkins Press, Balti-
more, 1938 (translated and with an introduction by G. Rosen).

Koch, R., Ueber die Aetologie der Tuberculose, in: Verhand-lungen
des Kongresses fur Inner Medicin. Erst Kongress, Verlag von J. F.
Bergmann, Weisbaden, 1882.

Koch, R., Ueber bacteriolgische Forschung, in: Verh X Int. Med.
Cong., August Hirschwald, Berlin, 1892.

Klebs, E., Ueber Tuberculose, Deutsch Naturforschung Aertze
50:274 (1877).

Evans, A. S., Causation and Disease. A Chronological Journey,
Plenum Medical, New York, 1993.

Evans, A. S., Limitations of Koch’s postulates, Lancet 2:1277-1278
(1977).

Evans, A. S., Evans postulates, in: Dictionary of Epidemiology
(J. Last, ed.), p. 44, Oxford University Press, New York, 1988.
Maxy, K. G., Roseneau, M. J., and Last, J. M. (eds.), Public Health
and Preventive Medicine, 12th ed., Appleton-Century-Crofts, New
York, 1986.

Osterholm, M. T., Hedberg, C. W., and MacDonald, K. L., Preven-
tion and treatment of traveler’s diarrhea [letter; comment], N. Engl. J.
Med. 329:1584; discussion 1585 (1993).

Ericsson, C. D., and DuPont, H. L., Travelers’ diarrhea: Approaches
to prevention and treatment, Clin. Infect. Dis. 16:616-624
(1993).

MacDonald, K. L., and Osterholm, M. T., The emergence of
Escherichia coli O157:H7 infection in the United States. The chang-
ing epidemiology of foodborne disease [editorial; comment], J. Am.
Med. Assoc. 269:2264-2266 (1993).

Hedberg, C. W., Levine, W. C., White, K. E., et al., An interna-
tional foodborne outbreak of shigellosis associated with a commer-
cial airline [see comments], J. Am. Med. Assoc. 268:3208-3212
(1992).

Hedberg, C. W., Korlath, J. A., D’Aoust, J. Y., White, K. E.,
Schell, W. L., Miller, M. R., Cameron, D. N., MacDonald, K. L., and
Osterholm, M. T., A multistate outbreak of Salmonella javiana and
Salmonella oranienburg infections due to consumption of contam-
inated cheese [see comments], J. Am. Med. Assoc. 268:3203-3207
(1992).

Hedberg, C. W., MacDonald, K. L., and Osterholm, M. T., Changing
epidemiology of food-borne disease: A Minnesota perspective, Clin.
Infect. Dis. 18:671-682 (1994).

Hedberg, C. W., and Osterholm, M. T., Food safety for the 1990s,
Minn. Med. 76:33-36 (1993).

Berkelman, R. L., Bryan, R. T., Osterholm, M. T., LeDuc, J. W., and
Hughes, J. M., Infectious disease surveillance: A crumbling founda-
tion, Science 264:368-370 (1994).

Bennett, J. V., and Brachman, P. S. (eds.), Hospital Infections, Little,
Brown, Boston, 1992.

Wenzel, R. P. (ed.), Prevention and Control of Nosocomial Infections,
Williams and Wilkins, Baltimore, 1993.

Centers for Disease Control, Update: Universal precautions for pre-
vention of human immunodeficiency virus, hepatitis B virus, and
other blood-borne pathogens in the health-care setting, Morbid. Mor-
tal. Week. Rep. 37:377-388 (1988).

116.

117.

118.

119.

120.

121.

122.

123.

124.

125.

126.

127.
128.

129.

130.

132.

133.

134.

135.

136.

137.

Chapter1 -« Epidemiological Concepts

Centers for Disease Control, Public health guidelines for counseling
and antibody testing to prevent HIV infection and AIDS, Morbid.
Mortal. Week. Rep. 36:509-515 (1987).

National Academy of Sciences, Institute of Medicine, New Vaccine
Development Establishment of Priorities, National Academy of Sci-
ences, Washington, 1985.

Centers for Disease Control, Reported vaccine-preventable
diseases—United States, 1993, and the Childhood Immuniza-
tion Initiative, Morbid. Mortal. Week. Rep. 43:57-60 (1994).
Centers for Disease Control, Summary of notifiable diseases, United
States, 1993, Morbid. Mortal. Week. Rep. 42:73 (1994).

Centers for Disease Control, Summary of the second national com-
munity forum on adult immunization, Morbid. Mortal. Week. Rep.
36:509-515 (1987).

National Vaccine Advisory Committee, Adult Immunization,
National Vaccine Program, Washington, DC; 1994.

Centers for Disease Control, Immunization of Adults. A Call to
Action, Public Health Service, Atlanta, 1994.

‘World Health Organization, Special program on AIDS and Expanded
Programme in Immunization. Joint statement. Consultation on human
immunodeficiency virus and routine childhood immunizations, WHO
Week. Epidemiol. Rec. 62:297-299 (1988).

Centers for Disease Control and Prevention, Recommended immu-
nization schedule—United States, 1997. Morbid. Mortal. Week. Rep.
46:35-40 (1997).

Centers for Disease Control and Prevention, Standards of pedi-
atric immunization practices. Recommended by the National Vac-
cine Advisory Committee, Morbid. Mortal. Week. Rep. 42(RR-5):
1-13 (1993).

Centers for Disease Control and Prevention, Health Information for
International Travel, HHS Publ. No. (CDC) 94-8280, 1994.

La Force, M. F.,, Anthrax, Clin. Infect. Dis. 19:1009-1014 (1993).
World Health Organization, Tuberculosis Programme, 7B: A Global
Emergency, World Health Organization, Geneva, 1994.

Comstock, G. W., Variability of tuberculosis trends in a time of resur-
gence, Clin. Infect. Dis. 19:1015-1022 (1994).

Fine, P. F.,, Bacille Calmette—Guérin vaccines: A rough guide, Clin.
Infect. Dis. 20:11-14 (1995).

Colditz, G. A., Brewer, T. F., Berkey, C. S., et al., Efficacy of BCG
vaccine in the protection against tuberculosis: A meta-analysis, Int. J.
Epidemiol. 271:698-702 (1994).

Rodrigues, I. C., Diwan, V. K., and Wheeler, J. G., Protective effect
of BCG against tuberculous meningitis and miliary tuberculosis: A
meta-analysis, Int. J. Epidemiol. 22:1154-1158 (1993).

Centers for Disease Control, Use of BCG in the control of tuber-
culosis: A joint statement by the ACIP and the Advisory Commit-
tee for Elimination of Tuberculosis, Morbid. Mortal. Week. Rep. 37:
663-664, 669—675 (1988).

Groves, M. J., Pharmaceutical characterization of Mycobacterium
bovis bacillus Calmette—Guérin (BCG) vaccine used for the treat-
ment of superficial bladder cancer, J. Pharm. Sci. 82:555-562
(1993).

Stover, C. K., de la Cruz, V. E, Bansal, G. P, Hansaon, M. S.,
Fuerst, T. R., Jacobs, W. R., Jr., and Bloom, B. R., Use of recom-
binant BCG as a vaccine delivery vehicle, Adv. Exp. Med. Biol. 327:
175-182 (1992).

Lugosi, L., Theoretical and methodological aspects of BCG vaccine
from the discovery of Calmette and Guérin to molecular biology. A
review, Tuber. Lung Dis. 73:252-261 (1992).

Centers for Disease Control, Health Information of International
Travel 1994, Superintendent of Documents, Washington, 1994.

49



50

A.S. Evans

138. Beam, T. R., Gilbert, D. N., and Kunin, C., General guidelines for the
clinical evaluation of anti-infective drug products, Clin. Infect. Dis.
15(suppl. 1): S1-S346 (1992).

139. Gorbach, W. 1., Condon, R. E., Conte, J. E., Kaiser, A. B., Ledger,
W. J., and Nichols, R. L., Evaluation of new anti-infective drugs
for surgical prophylaxis, J. Infect. Dis. 15(Suppl. 1): S313-S338
(1992).

16. Suggested Reading

Benenson, A. S. (ed.), Control of Communicable Diseases Manual, 16th ed.,
American Public Health Association, Washington, DC, 1995.

Evans, A. S., and Kaslow, R. A. (eds.), Viral Infections of Humans: Epi-
demiology and Control, 4th ed., Plenum Medical, New York, 1997.

Feigin, R. D., and Cherry, J. D. (eds.), Textbook of Pediatric Infectious Dis-
eases, 3rd ed., Saunders, Philadelphia, 1992.

Hennekens, C. H., and Buring, J. L., Epidemiology in Medicine, Little,
Brown, Boston, 1987.

Hoeprich, P. D., Jordan, M. C., and Roland, A. R. (eds.), A Treatise on Infec-
tious Diseases, 5th ed., Harper & Row, New York, 1994.

Jawetz, E., Melnick, J. L., and Adelberg, E. A., Review of Medical Microbi-
ology, 17th ed., Lange, Los Altos, CA, 1987.

Kelsey, J., Thompson, W. D., and Evans, A. S., Methods in Observational
Epidemiology, Oxford University Press, London, 1986.

Mandell, G. L., Douglas, R. G., Jr., and Dolin, R. (eds.), Principles and
Practice of Infectious Diseases, 4th ed., Volumes 1 and 2, Wiley, New
York, 1995.

Mims, C. A., The Pathogenesis of Infectious Disease, 3rd ed., Academic
Press/Grune & Stratton, New York, 1987.

Mims, C. A., Playfair, J. H. L., Roitt, I. M., Wakelin, D., and Williams, R.
Medical Microbiology, Mosby, St. Louis, 1993.



	Chapter 1  Epidemiological Concepts
	1.1 Introduction
	1.2 Definitions and Methods
	2.1. Definitions
	2.2. Methods
	2.2.0. Types of Epidemiological Studies.
	2.2.1. Experimental Epidemiology.
	2.2.2. Serological Epidemiology.


	1.3 Epidemics and Their Investigation
	3.1. Pathogenesis of an Outbreak
	3.2. Investigation of an Outbreak
	3.2.0. Determination of the Presence of an Epidemic.
	3.2.1. Determination of the Circumstances Under Which the Outbreak Occurred.

	3.3. Example of Investigating a Foodborne Outbreak

	1.4 Agent
	4.1. Characteristics of Organisms That are Involved in Spread Through the Environment
	4.2. Characteristics of Organisms That are Involved in Production of Infection
	4.3. Characteristics of Organisms That are Involved in Production of Disease

	1.5 Environment
	1.6 Host
	1.7 Routes of Transmission
	7.1. Respiratory or Airborne
	7.2. Contact
	7.3. Genital or Sexually Transmitted
	7.4. Gastrointestinal or Fecal--Oral
	7.5. Urinary
	7.6. Perinatal
	7.7. Insect Vectors

	1.8 Pathogenesis
	8.1. Localized or Superficial Infections
	8.2. Systemic Infections

	1.9 Incubation Period
	1.10 Immune Response
	10.1. Nonspecific Immunity
	10.2. Humoral Immunity
	10.3. Cell-Mediated Immunity
	10.4. Cellular Interaction in Immune Responses
	10.5. The Generation of Diversity in Antigen Recognition

	1.11 Patterns of Host Response
	11.1. Biological Gradient
	11.2. Clinical Syndromes
	11.2.0. Infections of the CNS.
	11.2.1. Acute Respiratory Infections.
	11.2.2. Acute Otitis Media.
	11.2.3. Intestinal Infections and Intoxications.
	11.2.4. Acute Urinary Tract Infections.
	11.2.5. Sexually Transmitted Diseases.
	11.2.6. Hospital (Nosocomial) Infections.


	1.12 Diagnosis of Bacterial Infections
	12.1. Collection of Specimens
	12.2. Requests for Testing
	12.3. Tests Employed
	12.4. Interpretation of Tests

	1.13 Proof of Causation
	1.14 Control and Prevention
	14.1. Environmental Control
	14.1.0. Air.
	14.1.1. Water.
	14.1.2. Sewage and Garbage.
	14.1.3. Milk and Food.
	14.1.4. Animals and Insect Vectors.

	14.2. Host Factors
	14.2.0. Quarantine and Isolation.
	14.2.1. Hygiene.
	14.2.2. Immunization.
	14.2.3. Antibiotic Prophylaxis.





<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




