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A B S T R A C T   

Addressing the critical need for accurate fall event detection due to their potentially severe im-
pacts, this paper introduces the Spatial Channel and Pooling Enhanced You Only Look Once 
version 5 small (SCPE-YOLOv5s) model. Fall events pose a challenge for detection due to their 
varying scales and subtle pose features. To address this problem, SCPE-YOLOv5s introduces 
spatial attention to the Efficient Channel Attention (ECA) network, which significantly enhances 
the model’s ability to extract features from spatial pose distribution. Moreover, the model in-
tegrates average pooling layers into the Spatial Pyramid Pooling (SPP) network to support the 
multi-scale extraction of fall poses. Meanwhile, by incorporating the ECA network into SPP, the 
model effectively combines global and local features to further enhance the feature extraction. 
This paper validates the SCPE-YOLOv5s on a public dataset, demonstrating that it achieves a 
mean Average Precision of 88.29 %, outperforming the You Only Look Once version 5 small by 
4.87 %. Additionally, the model achieves 57.4 frames per second. Therefore, SCPE-YOLOv5s 
provides a novel solution for fall event detection.   

1. Introduction 

The prevention of fall events is a crucial task in daily life [1]. The risk of falling can be significantly increased by mobility limi-
tations or environmental factors. Fall events can result in physical injuries, such as fractures and abrasions, as well as a negative impact 
on a person’s quality of life. Therefore, real-time detection of fall events is very significant for injury prevention and personal safety 
[2]. 

Traditional detection methods mainly rely on wearable sensors to detect fall events by analyzing the user’s motion data [3,4]. This 
method is effective but has limitations, such as inconvenience of wearing and personal privacy [5]. Video surveillance techniques have 
gained a lot of attention as technology has advanced. This non-invasive method recognizes fall events through images or video data 
acquired by cameras. This method is highly accurate and real-time. Therefore, vision-based fall detection methods have become a new 
focus of fall detection research [6]. 

With the development of deep learning, Convolutional Neural Network (CNN)-based methods are widely used for target detection 
[7]. Among them, the You Only Look Once (YOLO) model is widely used in various scenarios [8–10], due to its efficient target 
detection abilities. However, the YOLO model faces two major challenges in fall detection. Firstly, the fall pose has significant scale 
variation, which complicates the model’s ability to extract multi-scale features. To address this problem, researchers have attempted to 
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enhance the feature extraction module of the YOLO model, aiming to enable it to capture these multi-scale features more efficiently 
and thus identify fall events more accurately. Secondly, fall postures often involve subtle pose features, such as minor movements of 
body parts and slight changes in balance. These subtle features are crucial for accurately distinguishing normal activities from fall 
events, but traditional feature extraction methods often struggle to capture these subtle changes. Therefore, further optimization of the 
YOLO model is necessary to better focus on the spatial and positional features of falls, to identify fall events more accurately. 

The Efficient Channel Attention (ECA) [11] network primarily focuses on channel attention but pays slightly less attention to 
spatial attention. As a result, when it comes to the spatial distribution of various pose and shape features, models may find it chal-
lenging to extract this critical information, posing difficulties in distinguishing between normal activities and fall events. The Spatial 
Pyramid Pooling (SPP) [12] network can capture features on different scales, which is crucial for recognizing fall events on various 
scales. However, traditional SPP networks employ a max-pooling strategy, which causes the model to focus more on local features in 
the image while ignoring the broader background information. In fall detection, the background information is crucial for dis-
tinguishing fall events from daily activities. Therefore, traditional SPP networks may lead to misclassification by ignoring this 
background information. Moreover, fall events usually involve multiple local features and contextual information. However, tradi-
tional SPP networks do not fully consider spatial relationships and inter-channel dependencies in images, which limits the performance 
of the model in complex scenes. 

In summary, this paper builds on the You Only Look Once version 5 small (YOLOv5s) and proposes the Spatial Channel and Pooling 
Enhanced YOLOv5s (SCPE-YOLOv5s) model. The choice of YOLOv5s is justified by existing research that has demonstrated its 
effectiveness in object detection tasks [13]. The most important contributions of this paper are as follows:  

(1) An improved ECA network is proposed and added to the enhanced feature extraction layer of YOLOv5s. By enhancing the spatial 
attention mechanism, this network enables the model to understand the spatial distribution of the feature’s pose more accu-
rately in the fall detection scene, thereby effectively differentiate between normal activities and fall events.  

(2) An improved SPP network is proposed. The average pooling layers are introduced into the SPP network, which helps the model 
to extract multi-scale features of fall events and enhances the model’s ability to capture background information in the fall 
environment. Additionally, an improved ECA network is incorporated into the SPP network to further enhance the global and 
local feature extraction abilities.  

(3) This paper conducted experiments on a public dataset to validate the effectiveness of the proposed model. The experimental 
results show that, when compared to other state-of-the-art methods, the proposed model is optimal for detecting fall events. 

The remainder of the paper is organized as follows: Section 2 describes related work. Section 3 describes the proposed model in 
detail. Section 4 conducts the experiments and analyzes the results. A discussion is provided in Section 5. A conclusion is provided in 
Section 6. 

2. Related work 

Table 1 illustrates a summary of related work. Traditional methods of fall detection rely heavily on wearable sensors. For example, 
Kerdjidj et al. [14] used a wearable Shimmer device that transmits inertial signals to a computer through a wireless connection, 
enabling fall detection in elderly patients. Chander et al. [15] proposed a method using a soft robotic stretch sensor to monitor human 
movement and perform fall detection. This method provides higher flexibility and comfort. Additionally, Alarifi et al. [16] collected 
information through wearable devices, performed feature analysis and dimensionality reduction, and effectively extracted key features 
related to falls. The advantage of this method is its ability to improve detection accuracy through machine learning algorithms. 
Nooruddin et al. [17] proposed an Internet of Things (IoT) system that can be deployed on any type of device. The generality of this 
method allows it to be adapted to different scenarios and user requirements. Additionally, Al Nahian et al. [18] proposed a novel fall 
detection scheme based on wearable accelerometer data, where the main features are extracted through feature reduction techniques. 
Although obtaining fall information through sensors is a very direct and practical method, its limitations cannot be ignored. Firstly, 
wearable devices can be challenging for older people to wear. Secondly, since the sensors need to continuously collect the user’s 
movement data, these data may include sensitive personal information, posing significant privacy concerns. Therefore, the application 

Table 1 
Related work summary.  

Category Reference Description Key Feature 

Wearable 
Devices 

[14] A wearable Shimmer device. It offers real-time, precise monitoring but is uncomfortable to wear and may 
raise privacy concerns. [15] Soft robotic stretch sensors. 

[16] A tri-axial device with a magnetometer, 
gyroscope, and accelerometer. 

[17] An IoT system. 
[18] Wearable accelerometer sensors. 

YOLO [19,20] YOLOv5 and lightweight networks. It offers non-contact monitoring for various posture scales, but extracting 
subtle spatial and positional features is challenging. [21–23] Enhanced YOLO with multi-scale features. 

[24–26] 
[27,28] 

Enhanced YOLO with attention modules.  
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of the above methods in the field of fall detection still faces many challenges. 
With the rapid development of computer vision technology, video-based fall detection methods have gradually received attention 

from researchers. Among them, the YOLO model has attracted attention for its efficient target detection ability. Several researches 
have employed YOLO for the detection of fall events. For example, Bo et al. [19] compared the performance of different YOLO models 
in fall detection. Kan et al. [20] combined the group shuffle convolution to implement the lightweight YOLOv5, which enhanced the 
detection abilities. However, these methods still face challenges in dealing with fall poses on different scales. To improve the detection 
accuracy, researchers improved the design of the feature extraction module. Fan et al. [21] considered multi-scale features in their 
design to better capture local features and contextual information when a person falls. Lyu et al. [22] enhanced the SPP network by 
adding an additional 1 × 1 max-pooling layer, achieving significant detection results. Additionally, to effectively extract multi-scale 
features, Abas et al. [23] proposed a CNN model combining multiple max-pooling layers and combined it with YOLO to achieve ac-
curate target detection. This suggests that the introduction of multiple pooling layers is crucial for the effective extraction of 
multi-scale features of fall events. Furthermore, to distinguish between normal activities and fall events, the model needs to capture 
more detailed features more accurately. For this reason, researchers have attempted to enhance the performance of the YOLO model by 
introducing an attention mechanism. It is because the introduction of the attention mechanism enables the model to better focus on the 

Fig. 1. SCPE-YOLOv5s structure.  
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key information in the image [24,25]. For example, Chen et al. [26] introduced a spatial attention module in the backbone network to 
extract more location features. Zhao et al. [27] improved the feature extraction ability for fall target detection by enhancing both the 
coordinate attention and shuffle attention mechanisms. Wang et al. [28] proposed adding squeeze-and-excitation networks to the last 
layer of the backbone network to further enhance feature extraction abilities. Given the features of fall movements, it is crucial to pay 
attention to both spatial and positional information. Therefore, introducing a multi-scale detection module and attention mechanism is 
of great significance for addressing the problems of varying scales and subtle gesture features in fall detection. 

In summary, although traditional fall detection methods have been automated to a certain extent, their application still faces many 
challenges due to the inconvenience of wearing devices and privacy concerns. Computer vision-based fall detection methods, espe-
cially the target detection method using the YOLO model, offer new insights for fall detection. 

3. Methodology 

Fig. 1 illustrates the structure of SCPE-YOLOv5s. The model consists of three parts: the BackBone, the Neck, and the Head. Firstly, 
the BackBone is the main backbone feature extraction network of the model. It includes Focus, Conv-BatchNorm2d-Sigmoid-weighted 
Linear Unit (SiLU) (CBS), Cross Stage Partial (CSP) and Spatial Pyramid Pooling with Attention (SPPA). Focus is responsible for up- 
sampling operations and expanding the number of channels. CBS is a combined module integrating convolution, batch normaliza-
tion, and SiLU activation function. CSP, a special network structure, is designed to extract and integrate the backbone features. SPPA is 
an improved version of SPP, efficiently enlarges the sensory field of the network by combining average pooling and max-pooling. Next, 
the Neck is the enhanced feature extraction network. It mainly consists of the Feature Pyramid Network (FPN) and Path Aggregation 
Network (PAN). In the FPN, the effective feature layers that have been obtained are used to continue extracting features. PAN realizes 
the fusion between different layers of features through up-sampling and down-sampling operations. After each up-sampling step, an 
Efficient Channel and Spatial Attention (ECSA) network is introduced. This attention mechanism module allows the model to un-
derstand and analyze the image content more comprehensively. Finally, the Head is responsible for predicting the location and 
category of fall events. 

3.1. ECSA network 

In fall scenarios, the effectiveness of feature detection can vary significantly due to environmental and other factors. Fall detection 
requires not only recognizing a person’s pose and shape but also understanding the spatial distribution of these features. Spatial 
attention mechanisms allow the model to focus more accurately on areas where a fall is likely to occur. For example, if a person falls to 
the floor, the model can use the spatial attention mechanism to focus its attention on the person’s pose on the floor while ignoring 
background regions that are not related to the fall event. 

Fig. 2 shows the structure of the ECSA. Suppose the input feature map is denoted as F ∈ RC×W×H, where C represents the number of 
channels, H represents the height, and W represents the width. The output obtained after average pooling is denoted as Fʹ ∈ R1×W×H. 
The size of the convolution kernel for one-dimensional convolution is adapted automatically by a function [11]. The function k can be 
represented as shown in Equation (1): 

k=

⃒
⃒
⃒
⃒
⃒

logC
2

γ
+

a
γ

⃒
⃒
⃒
⃒
⃒
, (1)  

where γ equals 2, and a equals 1. A one-dimensional convolution is applied on the output after average pooling. Subsequently, 
attention weights are generated using a Sigmoid function activation. The resulting output Fʹ́  can be expressed as shown in Equation (2): 

Fʹ́ = Sigmoid(Conv1d(Fʹ,ω, k)), (2)  

where Conv1d denotes a one-dimensional convolution operation, and ω is the weight of the convolution kernel. Following this, the 
feature map Fchannel after channel attention-adjustment is represented as shown in Equation (3): 

Fchannel = F ⊙ Fʹ́ , (3) 

Fig. 2. ECSA structure.  
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where ⊙ denotes element-by-element multiplication. Next, spatial attention is considered, and the average and maximum values of the 
channel attention-adjustment feature maps are calculated. They are represented as shown in Equations (4) and (5): 

max out=max(Xchannel,dim=1), (4)  

avg out=mean(Xchannel,dim= 1), (5)  

where max and mean represent maximization and averaging, respectively. The obtained results are then stacked in the channel 
dimension, resulting in the spatial attention expression as shown in Equation (6): 

Fspatial = Sigmoid(Conv2d(Concat(max out, avg out, dim=1))), (6)  

where Conv2d denotes the 2D convolution operation, and Concat denotes the stacking operation. Finally, the spatial attention weights 
are applied to the channel attention-adjustment feature maps, and the final output feature map Fout obtained is represented as shown in 
Equation (7): 

Fout = Fchannel ⊙ Fspatial. (7)  

3.2. SPPA network 

The SPP network is a technique to achieve feature fusion at different scales. It performs feature extraction by max-pooling operation 
with different convolutional kernel sizes to improve the sensory field of the network. However, there are some issues with the original 
SPP network. Firstly, the SPP network does not consider the importance of spatial and channel information. Certain feature channels, 
such as shape and position, are important in fall scenes. Secondly, fall detection requires not only recognizing a person’s poses but also 
understanding the environmental context. The model’s understanding of the context is enhanced by average pooling. Additionally, it is 
critical to capture features on different scales for fall detection because the fall pose and background context can be very different. 
Multi-scale features help the model to recognize fall poses on various scales more accurately. 

Fig. 3 (a) illustrates the original SPP [12] structure. Fig. 3 (b) illustrates the SPPA structure. Suppose the input feature map is 
denoted as X ∈ RC×W×H. The output representation of the input feature map obtained after the CBS module is as shown in Equation (8): 

Xʹ=Relu
(

α
(

Conv(F,ω) + b − δ
̅̅̅̅̅
ε2

√

)

+ β
)

, (8)  

where Conv(F,w) denotes the convolution operation, ω is the weight of the convolution kernel, b is the bias of the convolution, α and β 
are the learnable parameters, and δ and ε2 are the mean and variance, respectively. The activation function can be represented as 
shown in Equation (9): 

Relu=max(0, x). (9) 

Fig. 3. Network structure. (a) SPP. (b) SPPA.  
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The max-pooling operation is calculated as shown in Equation (10): 

Pi =
∑3

i=1
maxw,h

(
Xʹ

C:W:H
)
, (10)  

where XĆ:W:H denotes the local area in width, height, and channel, and max denotes the max-pooling operation. The average pooling 
operation is calculated as shown in Equation (11): 

Mj =
∑3

j=1
avgw,h

(
Xʹ

C:W:H
)
, (11)  

where avg denotes the average pooling operation. The outputs of all pooling layers are then spliced together to form a new feature 
vector. The feature of the spliced vector is denoted as: P = [P1,P2,P3,M1,M2,M3]. Then, the output feature map can be obtained as Xʹ́  

according to Equation (8). Finally, the output obtained after the ECSA network can be expressed as shown in Equation (12): 

Xout = Fout(Xʹ́). (12)  

4. Experiments and results 

4.1. Dataset 

The dataset has a total of 1440 images, containing both normal and fall states. The total number of fall event labels is 1360. There 
are 1170 images in the training set, 130 images in the validation set, and 140 images in the test set. The training and validation sets are 
divided into a 9:1 ratio. To improve the reliability of the experimental results, this paper employs 10-fold cross-validation [29]. 
Specifically, the training data and the validation data are divided into ten sub-samples in total. For each validation, nine of these 
sub-samples are used for training and one for validation. 

4.2. Experimental setting and training results 

Software environment: the operating system is Windows 10, the deep learning framework is PyTorch, and the programming 
language is Python. Hardware environment: CPU is Intel Core i7, GPU is NVIDIA RTX 3060, memory is 12G, and CUDA version is 11.7. 

To ensure the model’s training effect and stability, the parameters are set as follows: the image input size is 640*640. The optimizer 
used is Stochastic Gradient Descent (SGD). The initial learning rate is set at 0.01. The epoch is 400. The batch size is 16. Fig. 4 shows the 
loss function during the training and validation process. As can be seen from the figure, the loss value decreases as the training time 
increases. When epoch is 80, the loss function begins to stabilize, indicating that the model is beginning to converge. 

4.3. Evaluation indicators 

Assume TP denotes that positive samples are considered positive, FP denotes that negative samples are considered positive, and FN 
denotes that positive samples are considered negative. The formulas for precision and recall [22] are shown below as Equations (13) 

Fig. 4. Loss function curve.  
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and (14): 

P=
TP

TP + FP
, (13)  

R=
TP

TP + FN
. (14) 

Average Precision (AP) [20] evaluates the algorithm’s ability to balance precision and recall across different categories. AP is 
calculated as shown in Equation (15): 

AP=
∑

n
(Rn − Rn− 1)Pn, (15)  

where Rn and Pn are recall and precision at threshold n = 0.5. Fig. 5 displays the model’s P–R curves during the training process. The 
mean Average Precision (mAP) [20] is the average value of each type of AP. mAP is calculated as shown in Equation (16): 

mAP=

∑k
i=1APi

k
, (16)  

where k denotes the number of categories. Because there is only one label for fall events in the dataset, k = 1 is used. Higher mAP 
values indicate higher accuracy of the model in predicting fall events. 

Frames Per Second (FPS) is used to evaluate the detection speed of a model. The higher the FPS, the faster the model’s processing 
speed, indicating that it can complete object recognition in a shorter amount of time. 

To verify the significance of the performance improvements of SCPE-YOLOv5s more rigorously over YOLOv5s, this paper employs 
the Wilcoxon test [30]. This test is a nonparametric statistical method for comparing the central tendencies of two related samples. The 
Wilcoxon test does not require the data to follow a normal distribution, making it particularly suitable for analyzing small samples or 
data that do not satisfy the conditions for normality. 

4.4. Experiments results 

4.4.1. Ablation experiment 
In this paper, ablation experiments are conducted to assess the effect of various modules in SCPE-YOLOv5s on model performance. 

Fig. 6 demonstrates the changes in mAP for the four models during the training process. By comparison, it is found that SCPE-YOLOv5s 
performs best at epoch 320, indicating that the model achieved the best performance in the validation set after 320 rounds of training. 
During training, the mAP of the other three models also fluctuated; however, their highest mAP did not exceed that of SCPE-YOLOv5s. 

Table 2 presents the experimental results of four models. It reveals the optimal performance of SCPE-YOLOv5s, with a mAP of 
88.29 %. Compared with YOLOv5s, the mAP of SCPE-YOLOv5s improved by 4.87 %; compared with YOLOv5s + SPPA, the mAP 
improved by 3.83 %; compared with YOLOv5s + ECSA, the mAP improved by 2.73 %. The SCPE-YOLOv5s′ performance is demon-
strated by these data. Additionally, the introduction of either SPPA or ECSA in YOLOv5s brings about an increase in mAP. This in-
dicates that the two networks, SPPA and ECSA, are performing well. As shown in the table, the FPS of YOLOv5s is 62.6, highlighting its 
excellent processing speed. After introducing either the SPPA or ECSA network alone, the model’s performance remains high, although 
there is a slight decrease in FPS. It is worth mentioning that when both networks are applied simultaneously, the FPS of SCPE-YOLOv5s 

Fig. 5. P–R curve.  
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stabilizes at 57.4. This fully demonstrates the excellent performance of SCPE-YOLOv5s. 
To demonstrate the performance of different models more intuitively, Fig. 7 shows the actual detection results of YOLOv5s and 

SCPE-YOLOv5s. From Fig. 7 (a), it has been discovered that YOLOv5s occasionally fails to completely detect the target. In contrast, as 
shown in Fig. 7 (b), SCPE-YOLOv5s provides more comprehensive detection results. Furthermore, the confidence level of the targets 
detected by YOLOv5s is generally low, which is significantly lower than the detection results of SCPE-YOLOv5s. Also, the heat maps are 
being generated. The heat map visually demonstrates how much attention the model pays to different regions. From the heat map, we 
can see that SCPE-YOLOv5s exhibits a higher confidence level in the detected regions with a more distinct red color, which is consistent 
with its higher confidence score. In comparison, YOLOv5s, while also correctly labeling the target, exhibits a lower intensity of color, 
indicating that the model is indeed less confident in its own predictions than SCPE-YOLOv5s. 

4.4.2. Comparison experiment 
To evaluate the performance of different models on the fall event dataset, You Only Look Once version 3 (YOLOv3) [31], You Only 

Look Once version 4 (YOLOv4) [32], Improved YOLOv5s [26], and SCPE-YOLOv5s are selected for comparative experiments. Among 
them, YOLOv3 and YOLOv4 are classical models in the field of target detection; Improved YOLOv5s further optimizes the feature 
extraction process by integrating asymmetric convolutional blocks and spatial attention mechanisms. The performance of these models 
in real applications can be more accurately evaluated by comparing their performance on the same dataset. 

The experimental results of each comparison model are shown in Table 3. From the table, SCPE-YOLOv5s has the best performance 
on mAP, with an improvement of 6.53 % compared to YOLOv3; 6.01 % compared to YOLOv4; and 4.08 % compared to Improved 
YOLOv5s. These data fully demonstrate the superior performance of SCPE-YOLOv5s on the fall event detection task. 

Fig. 8 illustrates the detection results of the comparative models. Fig. 8(a) shows YOLOv3 accurately detecting targets, whereas 
Fig. 8(b) indicates that YOLOv4 has target detection errors in some cases. Fig. 8(c) presents the improved YOLOv5s, which also 
accurately detects targets. It is particularly noteworthy that Fig. 8(d), depicting SCPE-YOLOv5s, detects targets with higher confidence 
than the other models. Furthermore, this higher confidence level is clearly visible when analyzing the heatmaps. SCPE-YOLOv5s 
heatmaps have a higher level of confidence in the target area. 

This paper compares the performance of YOLOv5s and SCPE-YOLOv5s on a dataset using 10-fold cross-validation. Table 4 illus-
trates the performance data of both models on the same dataset, showing that SCPE-YOLOv5s consistently achieves higher mAP than 
YOLOv5s. Furthermore, the results have been statistically analyzed using the Wilcoxon test. Table 5 demonstrates the Wilcoxon test 
results, with a statistic of 0 and a p-value of 0.002. This result supports the conclusion that the performance improvement of SCPE- 
YOLOv5s is statistically significant. 

5. Discussion 

In daily life, early detection of fall events can significantly reduce the risk of injury. Therefore, this paper proposes a fall detection 
method based on SCPE-YOLOv5s, aiming to enhance the recognition abilities in complex fall scenarios. The main contribution of this 
paper is the development of enhanced ECA and SPP networks, integrated into YOLOv5s, which significantly improves the accuracy of 
fall detection. 

Fig. 6. Trend plots of mAP for different models during training.  

Table 2 
Ablation results on a dataset.  

Model SPPA ECSA mAP (%) FPS (f/s) 

YOLOv5s   83.42 62.6  
✓  84.46 60.8   

✓ 85.56 59.6  
✓ ✓ 88.29 57.4  
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The mechanism of model performance improvement is investigated in this paper through ablation experiments. mAP is improved 
by 4.87 % for SCPE-YOLOv5s compared to YOLOv5s. This indicates that by improving the model’s feature extraction ability, 
particularly in capturing spatial and background information, the performance of fall detection can be effectively improved. Compared 
to the traditional ECA, ECSA enhances the understanding of spatial distribution in a person’s pose for fall detection by improving 
spatial attention in feature extraction. Compared with the traditional SPP, SPPA enhances the ability to capture background infor-
mation in the fall environment by introducing an average pooling layer. Additionally, the improvements of the SPPA network 
incorporate max-pooling and average pooling operations, which help the model to extract multi-scale features of the fall event more 
easily. Because of the diversity of person poses and environments in a fall scene, the extraction of multi-scale features is critical for the 

Fig. 7. Detection results. (a) YOLOv5s. (b) SCPE-YOLOv5s.  

Table 3 
Comparison results on a dataset.  

Model mAP (%) 

YOLOv3 [31] 81.76 
YOLOv4 [32] 82.28 
Improved YOLOv5s [26] 84.21 
SCPE-YOLOv5s 88.29  
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Fig. 8. Detection results. (a) YOLOv3. (b) YOLOv4. (c) Improved YOLOv5s. (d) SCPE-YOLOv5s.  

Table 4 
10-fold cross-validation results.  

Model mAP (%) 

1 2 3 4 5 6 7 8 9 10 

YOLOv5s 83.56 83.41 84.42 82.12 82.89 84.45 82.50 83.70 83.82 83.35 
SCPE-YOLOv5s 88.56 86.74 88.30 89.27 88.57 87.89 86.26 88.85 88.90 89.52  

Table 5 
Wilcoxon test results on YOLOv5s and SCPE- 
YOLOv5s.  

Indicator Value 

Wilcoxon Statistic 0 
P-value 0.002  

H. Chen et al.                                                                                                                                                                                                           



Heliyon 10 (2024) e31614

11

model’s recognition ability. The max-pooling operation allows the model to capture the larger features of the image, whereas the 
average pooling operation allows the model to extract the detailed information in the image. By combining these two pooling oper-
ations, the SPPA network can extract the features of the fall scene more comprehensively, thus improving the recognition performance 
of the model. Furthermore, this paper combines ECSA and SPPA. Experimental results show that by strengthening the global and local 
feature extraction abilities, this combination can improve the model’s recognition ability in fall scenes. To demonstrate the model’s 
performance more intuitively, this paper includes actual target detection comparison charts and heat maps in the experiments. As a 
result of these visualization results, the superiority of SCPE-YOLOv5s in the fall detection task can be seen more clearly. 

In the comparison experiments, this paper compares the proposed method with YOLOv3, YOLOv4, and improved YOLOv5s. The 
experimental results show that the proposed method has a significant advantage in mAP when compared to other methods. This in-
dicates that the proposed method is more effective in the fall detection task. It is worth noting that although YOLOv3 and YOLOv4 
show strong performance in the target detection task, they do not perform as well as YOLOv5s in the specific scenario of fall detection. 
This is primarily due to their limited ability to extract features and attention mechanisms, which are insufficient to accurately capture 
the nuances of fall behavior. Additionally, Improved YOLOv5s significantly improves the feature extraction performance by using 
asymmetric convolutional blocks and spatial attention mechanisms. These enhancements improve the model’s ability to better un-
derstand the semantic information in the scene. However, in practice, the method still has limitations when it comes to dealing with the 
spatial distribution and background complexity that is specific to fall detection. The ability to capture the dynamic interaction between 
the background and the character during the fall process needs to be improved. Through comparison and analysis, we have discovered 
that SCPE-YOLOv5s is much better at understanding complex fall scenarios, which is attributed to the combined improvements of the 
ECSA and SPPA. These improvements not only enhance the spatial attention of the model, but also improve the ability to extract multi- 
scale features. 

This paper clearly reveals the significant performance enhancement of SCPE-YOLOv5s compared to YOLOv5s through rigorous 10- 
fold cross-validation. This enhancement is fully reflected in the mAP statistics and is solidly supported by statistical analysis using the 
Wilcoxon test. Specifically, the Wilcoxon test yields a statistic of 0 with a p-value of 0.002. This result demonstrates that the advantages 
of the improved model are not only significant but also highly statistically reliable. 

Even though SCPE-YOLOv5s has achieved good results in experiments, it still has some limitations in distinguishing between lying 
and falling events. The existing dataset may not fully cover all potential lying and falling postures, making it difficult for the model to 
distinguish between them when faced with new postures. 

6. Conclusion 

This paper proposes a SCPE-YOLOv5s model that aims to allow for the detection of fall events in daily life. By incorporating spatial 
attention paths into the ECA network, the model can provide a better understanding of the features of the distribution of a person’s 
pose in a fall scenario. Additionally, the improved ECA network is embedded into the up-sampling process of the enhanced feature 
extraction network, which significantly improves the local and global feature extraction abilities of the model. Furthermore, adding 
average pooling layers to the SPP network not only enhances the multi-scale feature extraction ability of the model, but also optimizes 
the background information grasping ability. In this paper, the fall event dataset is validated. The ablation experiment results show 
that SCPE-YOLOv5s improves the mAP by 4.87 % over YOLOv5s. In addition, compared with other state-of-the-art algorithms, SCPE- 
YOLOv5s is still optimal. 

Future work will further extend the dataset, investigate the model’s ability to recognize different fall postures, and improve the 
accuracy and reliability of detection. The human detection frame and pose estimation results are used as inputs to the model to 
distinguish between lying events and falling events. 
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