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ABSTRACT: The acid−base nature of the aqueous interface has
long been controversial. Most macroscopic experiments suggest
that the air−water interface is basic based on the detection of
negative charges at the interface that indicates the enrichment of
hydroxides (OH−), whereas microscopic studies mostly support
the acidic air−water interface with the observation of hydronium
(H3O+) accumulation in the top layer of the interface. It is crucial
to clarify the interfacial preference of OH− and H3O+ ions for
rationalizing the debate. In this work, we perform deep potential
molecular dynamics simulations to investigate the preferential
distribution of OH− and H3O+ ions at the aqueous interfaces. The
neural network potential energy surface is trained based on density
functional theory calculations with the SCAN functional, which can
accurately describe the diffusion of these two ions both in the interface and in the bulk water. In contrast to the previously reported
single ion enrichment, we show that both OH− and H3O+ surprisingly prefer to accumulate in interfaces but at different interfacial
depths, rendering a double-layer ionic distribution within ∼1 nm near the Gibbs dividing surface. The H3O+ preferentially resides in
the topmost layer of the interface, but the OH−, which is enriched in the deeper interfacial layer, has a higher equilibrium
concentration due to the more negative free energy of interfacial stabilization [−0.90 (OH−) vs −0.56 (H3O+) kcal/mol]. The
present finding of the ionic double-layer distribution may qualitatively offer a self-consistent explanation for the long-term
controversy about the acid−base nature of the air−water interface.
KEYWORDS: double-layer distribution, air−water interface, hydronium, hydroxide, deep potential, molecular dynamics

1. INTRODUCTION
Aqueous interfaces are ubiquitous in nature and in engineering
applications.1−4 The acid−base chemistry of aqueous inter-
faces is critical in fields as diverse as biology, atmospheric
science, geochemistry, and engineering.1,5,6 The accumulated
water self-ions at aqueous interfaces, hydroxide OH− and
hydronium H3O+, may not only influence the interfacial
reactions by changing electrostatic field,6−9 such as oxygen
reduction reaction,10 hydrogen evolution reaction,9,11 as well as
the formation reactions of hydrogen peroxide,12−14 ammo-
nia,15,16 sulfate17 and phenol,18 but also directly participate in
interfacial physical and chemical processes.9−14,19,20 Great
efforts have been devoted to exploring the preference of water
self-ions in the interfaces, as well as their electronic and
geometrical structures and dynamic properties for the deep
understanding of interfacial acid−base chemistry.21−45 How-
ever, the acid−base chemical characteristics near the interfaces
are still elusive,1,4,46−50 and even whether excess hydroxides
and/or hydroniums accumulate in the air−water interface
remains controversial.30−32,36−45

There has been extensive research into how water self-ions
are attracted and distributed in the air−water interfaces.30,37

The majority of macroscopic experiments indirectly deter-
mined the enrichment of OH− ions and accordingly regarded
the aqueous interfaces as basic.32 In 1861, the first electro-
phoretic test revealed that air bubbles in the water had a
negative zeta potential.21 Subsequently, it was extensively
reported that O2/N2/air bubbles

22,29,33 and oil droplets24,25,33

in water all exhibited the negative zeta potential. It was inferred
that the measured negative zeta potential was caused by the
interfacial enrichment of OH− because it is the only anionic
source in neat water. In fact, the negative zeta potentials of
bubbles and oil droplets were observed even under acidic
conditions.24,26,33 Microscopic experiments, such as second
harmonic generation (SHG)27,30,40 and sum frequency
generation (SFG)30,44,51 spectroscopies, can characterize
various interfaces with atomic resolution and have been
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applied to liquid/liquid interfaces, solid/liquid interfaces, air/
water interfaces with surfactant layers, and so forth. A
spectroscopic study with the SHG technique provided
evidence of OH− adsorption at the hexadecane/water
interface.40 However, more surface-sensitive spectroscopic
measurements found an enhancement of hydronium ions at
aqueous interfaces, indicating the acidity of the interfa-
ces.27,30,44,52

On the other hand, the majority of microscopic simulations
supported the acidic aqueous interfaces.31 Most molecular
dynamics (MD) simulations [including ab initio MD (AIMD)
with Car−Parrinello34 and Born−Oppenheimer31 methods,
and classical MD with thermodynamically consistent,43

reactive,41 and polarizable38 force fields] of the water droplet
and/or slab found that the H3O+ ions tended to accumulate at
the topmost layer of the interfaces, and the OH− ions were
repelled into the aqueous bulk.38,41 The adsorption tendencies
of H3O+ at interfaces were explained by the dipole orientation
in the interfacial electric field43 and a favorable enthalpic
contribution,41 and the repulsion propensities of OH− at
interfaces were interpreted as results of an enthalpic penalty41

and a lower entropy.38 A few computational simulations
(which include both AIMD35,39 and MD with a reactive and
polarizable force field42) obtained the opposite results; i.e.,
OH− rather than H3O+ was observed to be slightly
accumulated at the air−water interface.35,39,42 The discrepancy
between the simulation results may be due not only to the use
of different simulation models and methods but also to the
limited simulation scales in space and time.
Given the inconsistency of various measurements and

simulations, a trade-off hypothesis that the aqueous interface
is neutral at pH = ∼3−4 (pKw = ∼6−8, rather than ∼14 in the
bulk water) was proposed;30,36,45 i.e., the aqueous interface is
both acidic and basic.30 Nevertheless, to the best of our
knowledge, this hypothesis has not been confirmed by either
experiments or theoretical simulations.
It is worth pondering why these previous investigations gave

conflicting results regarding the preference of water self-ions at
aqueous interfaces. From the experimental aspect, there are
two possible reasons: (1) detection depths at the aqueous
interface using various techniques need to be further
clarified,37 which may have visited different microscale regions
of the interface. In particular, the detection depth of SFG
spectroscopy is usually at the nanoscale,53−55 while the
definition of interfacial depth in macro-experiments such as
zeta potential is ambiguous; (2) more advanced experimental
techniques on the atomic scale are yet to be developed. Most
experiments aimed at identifying the acid−base nature of
interfaces rely on indirect measurements.22−25,28,29,33 Although
the OH dynamics of water molecules at the first interfacial
hydration layer can be observed by vibrational SFG spectros-
copy,56−60 which helped to probe the interfacial protons of a 1
M HCl solution,44 the in-operando detection of ionic
distribution along the interfacial depth of the neutral water
system with the standard surface-science methods is still
challenging.61−64 By combining with simulation technologies,
deeper atomic-scale perspectives can be achieved. In terms of
theoretical computations, the modeling scale of accurate
AIMD, which is usually limited to simulations for hundreds
of water molecules and hundreds of picoseconds due to the
expensive computational cost, is far from the actual interface
scale and dynamic time scale, so it is possible that these
simulation results were slightly deviated. Although classical

MD can be applied to larger interfacial systems (including
more than thousands of water molecules) for simulations at the
nanosecond level, it is almost impossible to accurately describe
the diffusion process of self-ions in water with most
nonreactive force fields because the reactive process of proton
hopping in the Grotthuss mechanism65,66 is expected to play
an important role in the diffusion, which involves the
formation and breakage of oxygen−hydrogen bonds and
needs to be described with ab initio methods or advanced
reactive/polarizable force fields.
To improve the microscopic understanding of the acid−base

feature at aqueous interfaces from a computational perspective,
a possible way is to combine the advantages of classical MD
(fast computational speed) and AIMD [high accuracy of the
potential energy surface (PES)]. In recent years, deep learning
has become an effective method for approximating high-
dimensional functions and has offered the possibility of fitting
extremely sophisticated PESs. Since Blank et al. pioneered the
neural network approach to describe potential energy
surfaces,67 many neural network-based PES fitting methods
were subsequently introduced, including the high-dimensional
neural network potential (HDNNP),68 deep potential
(DP),69,70 SchNet,71 etc., which greatly improved the accuracy
and efficiency of MD simulations. Today, large-scale MD based
on DP models (DPMD) has been successfully applied in a
wide variety of studies involving interfacial72−74 and many
other materials science topics,75 which is able to achieve ab
initio levels of accuracy and linear scaling with the number of
atoms. Therefore, we are motivated to re-examine the
distribution and diffusion of water self-ions at nanoscale
interfaces using the DPMD method.
DP models for water systems have been well developed and

applied for studying water properties, such as ice nucleation,76

phase diagrams,77 and nuclear quantum effects (NQEs).78,79 In
the present work, we trained a DP model capable of accurately
describing the water self-ion diffusion and the hydrogen bond
(HB) network in both the interface and the bulk water, based
on density functional theory (DFT) calculations. Then we
performed DPMD simulations for the water slab and droplet
systems to investigate the distributions of OH− and H3O+ in
the interfaces and the bulk water. Unexpectedly, we observed
preferential accumulations of OH− and H3O+ at different
depths of the interface. By analyzing the diffusion processes,
the distribution frequency profiles of charges, the zeta
potential, the free energy, the solvated ion structures, and
the HB network of the self-ions, this work may qualitatively
provide a mutually self-consistent explanation for the long-
standing controversy on the air−water interfacial acid−base
nature.

2. METHODS

2.1. Deep Potential Model
The DP model was trained with the DeePMD-kit package,69,70 based
on the reference energy and force calculated by the strongly
constrained and appropriately normed (SCAN) meta-generalized-
gradient-approximation (meta-GGA) functional.80 The SCAN func-
tional was chosen because it has been demonstrated to be able to well
describe the electrical, structural, and dynamic properties of water
molecules and water self-ions in previous tests.76−78,81−83

To simulate the diffusion and population of water self-ions both in
the bulk water and the air−water interface, the training data set
consists of a diverse set of configurations selected from bulk water and
interface water, with or without having self-ions. In detail, these data
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sets were generated by the concurrent learning scheme with DP
Generator (DP-GEN),84 which iteratively performs three steps,
namely, DP training by the DeePMD-kit,69,70 DPMD exploration by
the LAMMPS,85 and SCAN labeling by the VASP.86,87 The initial
training data sets used to start the DP-GEN workflows were taken
from short-time AIMD trajectory simulations. In the DPMD
exploration step, to fully sample the conformational space, various
DPMD simulations [e.g., in canonical (NVT) and isothermal−
isobaric (NPT) ensembles, for selected temperatures from 270 to 600
K and selected pressures from 0.2 to 10 bar] were carried out by using
the DP models trained in the previous loop. In the SCAN labeling
step, the candidate configurations were chosen based on the maximal
deviation of forces, which will be added to the current training data
set for the next loop.

After iterative training with DP-GEN, in total, 10,914 and 7344
frame configurations were collected for pure water and self-ions
containing water systems, respectively. To be able to learn the features
of the incomplete HB network near the air−water interface, 400
additional frame configurations of the water slab systems from the
AIMD trajectory are added to the final training data set. The details of
these data sets are given in Table S3 (Supporting Information). The
final DP model gradually converges after 10 million steps with the
learning rate from 1 × 10−3 to 1 × 10−8. The trained DP model was
validated for a variety of test data sets with configurations also
collected from short-time AIMD trajectories, which were completely
independent of the training data sets.
2.2. DPMD Simulations
With the final DP model, the diffusion processes and the interfacial
preference of self-ions in water droplet and slab systems were
investigated by using the DPMD method. Table 1 provides an

overview of the configurational details of these simulation systems,
and Figure 1 displays their schematic diagrams. In the droplet

systems, a water droplet with a diameter of 50 Å is placed in a periodic
cube box with a side length of 80 Å, where the vacuum region is big
enough to avoid the influence of periodic boundary conditions.
Considering the existence of curvature at the droplet interface, larger
and more generalized slab systems were constructed for comparison.
In the slab systems, the thicknesses of the water and vacuum layers are
set to be 100 and 200 Å, respectively, which are adequate to create the
nanoscale air−water interface.

All of the DPMD simulations were performed at 300 K in the NVT
ensemble using the LAMMPS package,85 and some slab systems were
also simulated at 275, 330, and 370 K to analyze temperature effects
and mimic the nuclear quantum effects (NQEs). (NQEs were
expected to accelerate the diffusion of water self-ions due to the
quantum delocalization of protons88). The temperatures were
conserved with the Nose−́Hoover thermostat89,90 using a damping
time of 0.1 ps. In the initial state, the self-ions were randomly placed
in all of the simulation systems. All trajectories were simulated for 30
ns with a time step of 1 fs. The diffusions of water self-ions reached
the dynamic equilibrium within the first 10 ns of the simulation, so
the analysis was carried out based on the data of the last 20 ns with
intervals of 1 ps for droplet systems and 4 ps for slab systems,
respectively. The visualization of the simulation results was generated
by VMD91 and Matplotlib.92 Postprocessing of HB analysis was
conducted using the MDAnalysis package.93

3. RESULTS AND DISCUSSION

3.1. Validation of the DP Model

3.1.1. Comparison with the SCAN Calculations. We
first examined the validity of the trained DP model for the test
data set. Compared to the SCAN results (Figure S2 in the
Supporting Information), the deviation of the DP model is
typically less than 1.50 meV/atom in the absolute energy and
less than 0.10 eV/Å in the atomic force. Specifically, the root-
mean-square errors (RMSEs) of energy and force are 0.67
meV/atom and 0.035 eV/Å for the pure water system and 1.46
meV/atom and 0.038 eV/Å for the self-ion containing system,
respectively. The high accuracy achieved on the test data set
indicates the adequacy of configurational sampling.
3.1.2. Performance in the Prediction of Structures

and Dynamic Properties.We further tested the performance
of the DP model in predicting the water structure and the
dynamic properties of water self-ions. The radial distribution
functions (RDFs) of the pure water system obtained from
DPMD simulation were compared with those from AIMD. As

Table 1. Details of DPMD Simulation Systems

system box size (Å3)
no. of
H2O

no. (molarity)
of H3O+

no. (molarity)
of OH−

droplet 1 80 × 80 × 80 2267 0 0
droplet 2 80 × 80 × 80 2257 0 10 (0.25 M)
droplet 3 80 × 80 × 80 2257 10 (0.25 M) 0
slab 1 41 × 41 × 300 5500 0 0
slab 2 41 × 41 × 300 5476 0 24 (0.24 M)
slab 3 41 × 41 × 300 5476 24 (0.24 M) 0
slab 4 41 × 41 × 300 5460 20 (0.20 M) 20 (0.20 M)

Figure 1. Schematic diagrams of droplet and slab systems. (a) Droplet 1: a pure water droplet located at the center of the periodic box; (b) droplet
2: a hydroxide-containing water droplet; (c) droplet 3: a hydronium-containing water droplet; (d) side view of slab systems; (e) top view of slab
systems; (f) zoom-in side view of slab systems; (g) hydroxides in the air−water interface of the slab 2 system; (h) hydroniums in the air−water
interface of the slab 3 system. The water self-ions are represented by the ball model, and the water molecules are represented by the stick model.
The red and white colors represent the oxygen and hydrogen atoms, respectively.

ACS Physical Chemistry Au pubs.acs.org/physchemau Article

https://doi.org/10.1021/acsphyschemau.3c00076
ACS Phys. Chem Au 2024, 4, 336−346

338

https://pubs.acs.org/doi/suppl/10.1021/acsphyschemau.3c00076/suppl_file/pg3c00076_si_001.pdf
https://pubs.acs.org/doi/suppl/10.1021/acsphyschemau.3c00076/suppl_file/pg3c00076_si_001.pdf
https://pubs.acs.org/doi/10.1021/acsphyschemau.3c00076?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acsphyschemau.3c00076?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acsphyschemau.3c00076?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acsphyschemau.3c00076?fig=fig1&ref=pdf
pubs.acs.org/physchemau?ref=pdf
https://doi.org/10.1021/acsphyschemau.3c00076?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


shown in Figure S4, the RDF curves of DPMD and AIMD
agree very well, reflecting the accuracy of the DP model in
describing the water structure.
The dynamic self-ion diffusion process in water has been

extensively studied theoretically65,94,95 and experimentally.96 It
is widely accepted that the proton diffusion in water follows
the Grotthuss mechanism,66 in which the proton forms water
wires with neighboring water molecules, and the H3O+

diffusion is achieved by rapid transitions between Eigen and
Zundel configurations. Our DPMD simulations also observed
the proton diffusion path following the Grotthuss mechanism.
As shown in Figure 2a−c, the structural diffusion process of
H3O+ is achieved by the interconversion of two Eigen
configurations (H3O+(H2O)3) via an intermediate Zundel
configuration ([H2O···H···OH2]+). We discovered the OH−

diffusion processes with the help of proton hopping in our
DPMD simulations, as same as that reported by the previous
AIMD study.65,94,95 That is, from an initial state of OH− in
coordination with four adjacent water molecules, OH−(H2O)4
as shown in Figure 2d, the water coordination number of OH−

is first reduced to form [HO···H···OH]− (Figure 2e), and then
the centered proton hops between the two oxygen atoms due
to the thermodynamic fluctuation. Ultimately, OH− completes
the structural diffusion into another 4-fold-coordinated
OH−(H2O)4 solvent structure and waits for the next proton
hopping (Figure 2f). In addition, the diffusion coefficients
extracted from our SCAN-based DPMD simulations are 6.0 ×
10−9 and 3.0 × 10−9 m2 s−1 for H3O+ and OH− at 330 K,
respectively, as shown in Table S4, which are slightly smaller
than the experimental measurements (∼9 × 10−9 m2 s−1 for
H3O+ and ∼5 × 10−9 m2 s−1 for OH− at ∼300 K)97−99 but
agree well with those obtained by CPMD simulations with the
SCAN functional (5.7 × 10−9 m2 s−1 for H3O+ and 2.9 × 10−9

m2 s−1 for OH− at 330 K).81 The obtained diffusion
coefficients are sufficient to achieve a dynamic equilibrium
state in our 30 ns simulations. Thus, we demonstrated the
reliability of the DP model in studying the structural and
dynamic properties of water self-ions.

3.2. Distribution of Hydroxide and Hydronium at the
Air−Water Interface

3.2.1. Double-Layer Distribution. Using the validated
DP model, we carried out DPMD simulations to investigate
the equilibrium distribution of water self-ions in several
systems (droplet 2, droplet 3, slab 2, and slab 3). No matter
whether for a droplet or a slab system, the evolution of the
positions of these ions with simulation time demonstrates that
the dynamic equilibria of the diffusion processes (Figures S6
and S7) are all reached after 10 ns. As shown in Figure 3a,b,
the statistical analysis in the equilibrium interval (10−30 ns)
reveals that the maxima of ionic distribution for both
hydroxide- and hydronium-containing systems appear within
∼1 nm near the average Gibbs dividing surface (GDS). The
GDS is a mathematical boundary separating two heteroge-
neous regions that contain a portion of homogeneous mass on
each side,100 and we approximately define the GDS where the
mass density is half that of the bulk water in this work.9,39,41,72

In particular, H3O+ primarily is located at 1.0 Å below the GDS
in all systems (close to the topmost layer of the interface), and
OH− mainly accumulates at a depth of 4.9 Å below the GDS.
According to the literature, the thickness of the air−water
interface is around 0.3−1 nm,63,101−105 thus, here, we can
consider the air−water interface as the region between 2.5 Å
above the GDS and 7.5 Å below the GDS. These results
indicate that both water self-ions prefer to accumulate in the
air−water interface rather than in the bulk at 300 K.
Note that in the present simulations, we did not include the

NQEs. It has been reported that the NQEs can soften the
water structure by destabilizing the hydrogen bonding
network,88 which is partially similar to the temperature effect.
Hence, it is speculated that if NQEs are considered, the ion
distribution at 300 K could be closer to that we obtained at
330 K; i.e., when hydronium and hydroxide ions coexist in
water, there could be an apparent ionic double-layer
distribution with a gap of ∼4 Å in the air−water interface, in
which H3O+ is in the top layer of the interface but OH− in the
lower layer accumulates more charge (∼0.1 e/nm3) than
H3O+. This explains why the macroscopic experiments

Figure 2. Schematic diagrams of hydronium and hydroxide diffusion. (a−c) Hydronium and (d−f) hydroxide diffusion processes are extracted
from the DPMD simulations of slab systems. The transferring protons are shaded in yellow, and the direction of self-ion diffusion is marked by
arrows. Surrounding water molecules beyond the first-solvation shell are hidden.
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determined the negative charge enrichment at the aqueous
interface.
As shown in Figure 3b, the ionic distributions at 275−370 K

show a significant temperature effect. When the temperature is
increased to 330−370 K from 300 K, the distributions of both
ions in the slab systems become slightly more delocalized,
especially for hydroniums, which show a relatively weaker
dependence of the ionic distribution, with the peak value
decreasing around 0.15 e/nm3. However, the ionic distribu-
tions become more localized as the temperature is lowered to
275 K. The net charge in the interface region (−7.5 to 2.5 Å) is
negative for all the simulated temperatures (ranging from
−0.29 to −0.85 e/nm3 as shown in Table S5), especially for
275 K (−0.85 e/nm3). At low temperatures, the molecular
thermal motion is reduced, which diminishes the possibility of
ions diffusing from the interface back into the bulk, so the
phenomenon of ionic double-layer distribution is further
strengthened.
As shown in Figure 3c, when simply combining the ionic

double-layer distribution in slab 2 and slab 3 systems together
to estimate the net charge, the double-layer distribution of net
charge can be found at the interface; i.e., positive charges (0.06
to 0.29 e/nm3) present near ∼−1 Å and then more negative

charges (−0.13 to −0.50 e/nm3) accumulate near ∼−5 Å with
respect to the GDS. This distribution further contributes to the
presence of the interfacial electric field (Figure 3d). As the
temperature drops, we can see the enhanced interfacial electric
field strength, and the maxima of electric fields (2.8 to 5.7 V/
Å) are located in the middle point (∼−3 Å) of the interface
with positive values, which indicate the direction of the electric
field from air to bulk. Notably, although the temperatures have
spanned from 275 to 370 K, the peaks of the self-ions are still
located close to the GDS at different interfacial depths with a
separation of ∼4 Å. In addition, Figure 3b shows that the
minimum distribution of H3O+ and the maximum distribution
of OH− coincide at the same interfacial depth.
Note that the current simulation can handle the H3O+ +

OH− → 2H2O recombination reaction, but it is difficult to
observe the rare 2H2O → H3O+ + OH− water autoionization
process without advanced sampling methods. To mitigate the
impact of non-neutrality on the findings, we also conducted
simulations on a neutral slab 4 system (Table 1). The result
confirmed the ionic double-layer distribution we discovered,
although statistical information was diminished over time due
to rapid recombination reactions (for further details, refer to
the Supporting Information). Consequently, to ensure

Figure 3. Ionic distribution, electric field, free energy, and zeta potential along the normal distance to the air−water interface. Distribution of
hydroxide and hydronium in (a) droplet 2 and droplet 3 systems at 300 K and (b) slab 2 and slab 3 systems at 275−370 K, (c) net charge
distribution obtained by combining the ion distributions of slab 2 and slab 3 systems, (d) electric field strength estimated from the net charge
distribution, where a negative value means the electric field direction is the same as the interfacial normal vector (from bulk to air) and a positive
value means the opposite direction, (e) relative free energy profiles of hydroxide and hydronium along the interfacial depth, and (f) zeta potentials
of slab systems estimated from the ion distribution. The normal distances to the interface are defined as being negative on the liquid side, zero at
GDS, and positive on the air side. The regions of bulk water, interface, and air are distinguished by different colored backgrounds.
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sufficient statistical data within the constraints of the
simulation timeframe, our discussion primarily is based on
simulations with individually sampling self-ions to prevent their
recombination.
3.2.2. Interfacial Free Energies and Zeta Potentials.

The free energy and zeta potential profiles of the water self-
ions as functions of interfacial depths were calculated based on
the simulated distribution probabilities for the slab 2 and slab 3
systems. The zeta potential is calculated in the Debye−Hückel
approximation,106,107 which is qualitatively true and reasonable
for a qualitative comparison. As depicted in Figure 3e, the free
energy profile of H3O+ has a minimum at ∼1.0 Å below the
GDS, which is also the depth with the maximum H3O+

population. This minimum free energy is 0.56 ± 0.24 (0.19
± 0.08) kcal/mol lower than that in the bulk at 300 (330) K,
in reasonable agreement with the interfacial stabilization
energy of −1.3 ± 0.2 kcal/mol observed experimentally44

and with the previously simulated values −0.55 kcal/mol,41

−0.60 kcal/mol,43 and −1.0 ± 0.2 kcal/mol72 at 300 K.
Similarly, for OH−, at the depth of 4.9 Å below the GDS with
the maximum population, we also get the lowest free energy,
and thus, the interfacial stabilization energy of OH− is
determined to be −0.90 ± 0.10 (−0.81 ± 0.14) kcal/mol at
300 (330) K. The previous simulations predicted slightly
smaller interfacial stabilization energies for OH−, which were
−0.635 and −0.5 kcal/mol39 at 300 K.
We also notice that there is a free energy barrier for

hydronium diffusion from its optimal distribution depth (1 Å
below the GDS) to the bulk, which is 1.13 ± 0.25 (0.81 ±
0.18) kcal/mol at 300 (330) K, and the barrier is
coincidentally located at the position (4.9 Å below the GDS)
with the lowest free energy of OH−. All of these results indicate
that OH− has a higher interfacial concentration than H3O+,

that H3O+ tends to be enriched in the topmost layer of the
interface, and that once these self-ions occupy their optimal
interfacial position, they have to overcome a free energy barrier
of ∼1 kcal/mol to diffuse back into the bulk. This means that
the double-layer distribution is dynamically stable. The
relatively weaker interfacial stabilization energy of H3O+ than
OH− also determines the lower H3O+ population at the
interface. This is why we observe a distribution frequency peak
for OH− higher than that for H3O+.
As shown in Figure 3f, a positive zeta potential (∼60 mV)

and a negative zeta potential (∼−50 mV) are, respectively,
predicted at depths with the maximum populations of H3O+

and OH−. We further estimate the interfacial zeta potential of
the neutral water by simply accounting for all ion distribution
in the slab 2 and slab 3 systems in the defined interface region
(from −7.5 to 2.5 Å), and we get a cumulative zeta potential of
−13 mV (−24 mV) at 300 K (330 K), which supports the
experimental observation of negative zeta potential for O2/N2/
air bubbles22,29,33 and oil droplets.24,25,33

3.2.3. Rethinking of the Controversy on the Inter-
facial Preference of Self-Ions. As far as we know, this
finding, that H3O+ and OH− both prefer to accumulate in the
air−water interface but at different depths and with a
distinction of concentration, has not been fully recognized.
As we mentioned in the Introduction section, some previous
simulations revealed the adsorption propensity of H3O+ at the
topmost interfacial layer,31,34,38,41,43 but others also provided
evidence of the slight enhancement of OH− at the inter-
face35,39,42 with H3O+ avoiding the interface42 or equally
distributing at the interface and in the bulk water.39 They have
come to contradictory conclusions, as have the experimental
measurements, so the debate never ends. The present
theoretical observation, the double-layer distribution of

Figure 4. Schematic diagram of double-layer distribution in the air−water interfaces. (a) Zoom-in self-ionic double-layer distribution of the slab
system in neutral water. The schematic double-layer distribution in the systems of the (b) water slab, (c) water droplet in air, and (d) air (or
vacuum) bubble in water.
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hydronium and hydroxide ions at the interface, may help to
understand the long-standing controversy about the interfacial
propensity of water self-ions. In fact, the speculation of the
double-layer distribution has been proposed and discussed by a
few groups.30,32,33 Unfortunately, it did not gather much
attention due to the lack of direct evidence. The present work
shows that the separation of two ionic layers at the interface is
only about 4 Å, which is so narrow that it is difficult to
recognize experimentally.
Based on our simulations, we draw schematic diagrams of

the ionic double-layer distribution at the air−water interface in
Figure 4 for three circumstances, a water slab, a water droplet,
and an air (or vacuum) bubble in water, in order to understand
the experimental observations. Both OH− and H3O+ in water
are attracted toward the interface to form the double-layer
distribution with a thickness of ∼1 nm, where the H3O+ layer
is closer to the air (or vacuum) side compared to the OH−

layer and has a lower ionic concentration due to the lower
interfacial stabilization free energy. Although we still cannot
assert that this ionic double-layer distribution results in the
experimental negative zeta potential, it is certain that
microscopic spectroscopic experiments may give opposite
results if they detect different interfacial depths. For example,
vibrational SFG spectroscopy techniques only provide

information in the noncentrosymmetric region.108 The top
layer of the air−water interface breaks the centrosymmetry,
and the H3O+ adsorption at the top layer shows a different
spectroscopy signature than the top layer water, so the
interfacial propensity of the proton has been discovered by Das
et al.44 with the vibrational SFG methods. If more advanced
techniques are developed to go a little deeper and have a
higher spectral resolution, one might see OH− enrichment in
the deeper layer of the interface with a more random
orientation.
In addition, note that the air−water interfaces of a water

droplet in the air (Figure 4c) and an air bubble in the water
(Figure 4d) are both negatively charged, but the structures of
the double-layer distribution are opposite due to the different
curvature orientations of the gas and liquid phases.
3.3. Reason for the Water Self-Ionic Double-Layer
Distribution in the Interface

Next, we further discuss the intrinsic reason for the double-
layer distribution of water self-ions in the air−water interface.
In the microscopic view, the orientation distributions

(Figure 5a,b) of OH− (cos θ ranges from −1.0 to 1.0) and
H3O+ (cos θ is equal to ∼1.0) at the interface are distinctly
different, where the orientation is defined by the cosine of θ
angle between the normal vector of the air−water interface and

Figure 5. Solvation structures and the hydrogen bond network of water self-ions in the air−water interface. The orientation distributions of (a)
hydroxide in the droplet 2 system and (b) hydronium in the droplet 3 system at 300 K. The color bars represent the cumulative number of
hydroxides or hydroniums in statistical intervals. The orientation is defined by the cosine of θ angle between the normal vector of the air−water
interface and the dipole vector of self-ions, and (c,d) are the schematic examples of the geometric orientation for hydroxide and hydronium,
respectively. (e,f) are schematic diagrams of HBs around the amphiphilic hydroxide and hydronium, where the blue and orange dashed lines
represent the self-ions being the HB donors and acceptors, respectively. The HB numbers of those acting (g) as HB donors and (h) as HB
acceptors for each hydroxide in the droplet 2 system, and the HB numbers of those acting (i) as HB donors and (j) as HB acceptors for each
hydronium in the droplet 3 system along various interfacial depths at 300 K, where the color bars represent the cumulative number of donors or
acceptors in statistical intervals. The average number of HBs per water molecule as functions of normal distance to the air−water interface in (k)
droplet systems and (l) slab systems at 300 K.
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the dipole vector of ions (Figure 5c,d). Figure 5a shows that
the normal vector of the air−water interface and the dipole
vector of H3O+ almost overlap, indicating that H3O+ ions
mainly lie flat on the water surface, with the hydrophobic
oxygen atom facing the air. The three hydrophilic protons of
H3O+ can form three HBs with three neighboring water
molecules (Figure 5f,i), which is consistent with previous
works.43,52,109 In this orientation, H3O+ is more stable at the
topmost layer of the interface because its hydrophobic oxygen,
which hardly acts as an HB acceptor (Figure 5j) due to having
fewer lone-pair electrons, is pushed toward the interface to
keep a better HB network of the bulk water. It also explains
why the temperature effect and the nuclear quantum effect,
both of which soften the HB network, will weaken the
interfacial preference of H3O+, as we observed in Figure 3b.
Similar to the hydronium, OH− also has amphiphilic

behaviors.81,99,110 Considering this, one could assume that
the orientation of OH− in the air−water interface might be like
that of H3O+, i.e., the hydrophilic oxygen toward the liquid
phase and the hydrophobic hydrogen toward the gas phase.
However, the fact is that such conformations (cos θ = −1.0)
account for only a small fraction as depicted in Figure 5a. This
is because the hydrophobic hydrogen of OH− can also act as
the HB donor to interact with one water molecule (Figure 5g),
leading to the relatively weaker hydrophobicity of OH− than
that of H3O+. The hydrophilic oxygen, which has more lone-
pair electrons than the oxygen of neutral water molecules, can
act as an HB acceptor to form HBs with 3−5 water
molecules38,95,110 (see Figure 5e,h). The abundant HB
network arises from the delocalization of oxygen lone-pair
electrons, forming a stable dynamic hyper-coordination
solvation structure of OH−,95,110 so the orientation of OH−

is randomly distributed.
Although the OH− can form more HBs than H3O+, it also

weakens the overall HB network of bulk water as shown in
Figure 5k,l, and consequently, it is attracted to the interface
with the partially broken HB network to reduce the disruption
to the HB structure of bulk water. At the same time, the hyper-
coordination solvation structure of OH− keeps it away from
the topmost layer of the interface (where H3O+ preferentially
occupies), and instead OH− prefers to accumulate at the
interfacial depth of 2−4 water-molecule layers below the GDS
(Figure 5c). Thus, the double-layer distribution of water self-
ions in the interfaces can eventually form when thermody-
namic equilibrium is reached.

4. CONCLUSIONS
In this work, we trained an accurate deep potential model for
hydroxide- and hydronium-containing water systems based on
the DFT calculations with the SCAN functional and then
performed DPMD simulations to study the distribution of
water self-ions in water droplet and slab systems. We found
that both OH− and H3O+ tend to accumulate in the air−water
interface but at a different depth, leading to an ionic double-
layer distribution at the interface. The interfacial propensity
arises from the amphipathy of the water self-ions; the distinct
stable solvation structures determine that they preferentially
occupy different interfacial depths: H3O+ with a strongly
hydrophobic oxygen atom is closer to the water surface, in
agreement with most microscopic studies, OH− with a hyper-
coordination solvation structure prefers to locate at a deeper
interfacial depth, and the gap between the two ion layers is
only ∼4 Å. As compared to H3O+, OH− has a higher interfacial

stabilization free energy and consequently a higher concen-
tration in the interface.
Notably, we specifically conducted separate simulations for

systems containing hydronium and hydroxide ions to prevent
ionic recombination into water molecules and to ensure
adequate sampling within a limited simulation time frame and
a smaller box size compared to real-world conditions.
Furthermore, the DP model is based on local environmental
features and does not account for a specific long-range
electrostatic interaction term. As a result, the current finding
regarding the ionic double-layer distribution may offer a
qualitatively (albeit not quantitatively) self-consistent explan-
ation between previous macroscopic and microscopic studies
of the interfacial distribution. Efforts should be made to
address these limitations in future simulations in order to
conduct a more comprehensive examination of the air−water
interface. Fortunately, recent high-level heterodyne-detected
vibrational SFG results for electrolyte solutions may have
partly corroborated our findings, providing indirect exper-
imental evidence of ionic double-layer distribution,111 but the
challenge of directly detecting the ionic preference at a pure
air−water interface should be addressed in the future
experiments.
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