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ABSTRACT

Structural biology experiments and structure predic-
tion tools have provided many high-resolution three-
dimensional structures of nucleic acids. Also, molec-
ular dynamics force field parameters have been
adapted to simulating charged and flexible nucleic
acid structures on microsecond time scales. There-
fore, we can generate the dynamics of DNA or RNA
molecules, but we still lack adequate tools for the
analysis of the resulting huge amounts of data. We
present MINT (Motif Identifier for Nucleic acids Tra-
jectory) –– an automatic tool for analyzing three-
dimensional structures of RNA and DNA, and their
full-atom molecular dynamics trajectories or other
conformation sets (e.g. X-ray or nuclear magnetic
resonance-derived structures). For each RNA or DNA
conformation MINT determines the hydrogen bond-
ing network resolving the base pairing patterns, iden-
tifies secondary structure motifs (helices, junctions,
loops, etc.) and pseudoknots. MINT also estimates
the energy of stacking and phosphate anion-base in-
teractions. For many conformations, as in a molec-
ular dynamics trajectory, MINT provides averages of
the above structural and energetic features and their
evolution. We show MINT functionality based on all-
atom explicit solvent molecular dynamics trajectory
of the 30S ribosomal subunit.

INTRODUCTION

Nucleic acids, especially RNA, acquire many complicated
tertiary structures to perform cellular functions (1). Pro-
vided that this tertiary structure is known, one of the com-
mon tools to investigate the structural and dynamical prop-
erties of nucleic acids and their complexes on atomic scale
is molecular dynamics (MD) (2). With this technique ri-
boswitches (3), protein–RNA complexes (4,5) and even

the entire ribosome (6) have been studied. Other meth-
ods to sample the conformational space are the stochastic-
based Monte Carlo techniques. Their applications to RNA
molecules include the investigation of folding kinetics (7,8).
Most importantly, all these simulation methods generate
large data sets, i.e. many molecule conformations, which
have to be post-processed.

Many computational tools have been designed to ana-
lyze single RNA conformations (9). One of the most com-
prehensive is Assemble2 (10), which reads the RNA sec-
ondary structure, constructs structural alignments of sev-
eral RNAs, and overall facilitates RNA structure prediction
and modeling. For detailed geometric analyses of RNA, es-
pecially its helical fragments, the Curves+ (11) or 3DNA (12)
can be used. The programs apply standard reference frame
(13) and describe the mutual position of two nucleotides
and the conformation of the backbone using torsional an-
gles. Many tools can analyze RNA structures based on the
contacts and interactions between nucleotides. For basic
identification of base pairs, stacking interactions and struc-
tural elements, such as helices, bulges and pseudoknots the
MC-Annotate (14) can be used. More detailed description,
together with the two-dimensional (2D) representations of
RNA, can be obtained with RNAView (15) or RNAmap2D.
The latter can also analyze complexes of nucleic acids and
other molecules such as proteins or ligands and metal ions
(16). The ClaRNA program additionally classifies each con-
tact based on the similarity to a reference obtained from
a large number of experimentally determined RNA struc-
tures (17). Recently announced, DSSR, a new component of
the 3DNA, can define the secondary structures of RNA from
three-dimensional (3D) coordinates, recognize motifs and
non-pairing interactions (18). However, it does not analyze
energetics of the recognized interactions.

On the other hand, there are only few programs for
the analysis of RNA conformation sets obtained from
full-atom MD simulations. One is Canal, which applies
Curves+ (11) to every trajectory frame and computes statis-
tics, histograms and correlations for various measures such
as groove widths and depths, backbone dihedrals and base
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pairing parameters. 3DNA includes scripts facilitating the
analysis of MD data for nucleic acids (12), and do x3dna
extends 3DNA applications to GROMACS trajectories (19).

In fact, there is no complex tool to help analyze the
dynamics of both the secondary and tertiary RNA struc-
tures.Therefore, we have designed Motif Identifier for Nu-
cleic acids Trajectory (MINT) to characterize multiple RNA
structures and the changes in hydrogen bonds, base pairing
patterns, stacking and secondary structure motifs. The con-
formation sets can be from MD trajectories, Monte Carlo
simulations, X-ray or nuclear magnetic resonance-derived
conformations of the same molecule. MINT works for both
RNA and DNA. However, since it is mainly RNA that ac-
quires complicated 3D folds, we describe the software based
on the RNA example.

MATERIALS AND METHODS

MINT works in a single and multiple conformation mode.
For a single RNA or DNA conformation MINT outputs:

� nucleotides forming helices, hairpin loops, internal loops,
junctions, pseudoknots and other motifs, together with
their classification,

� all Watson–Crick (WC) edge and non-Watson–Crick
(non-WC) edge pairs, along with their cis or trans con-
figuration and edge-to-edge classification (20).

� the number of WC-edge and non-WC-edge hydrogen
bonds (and their sum) per nucleotide,

� the stacking energy: van der Waals (VDW) and electro-
static interaction terms (and their sum) per nucleotide,

� all phosphate anion–� interacting nucleotides,
� files necessary for the visualization of the above proper-

ties.

The multiple conformation mode works as a standalone
package to analyze many conformations of one molecule,
e.g. from a trajectory. MINT computes the above listed prop-
erties for every frame/conformation and, in addition, out-
puts the statistics:

� nucleotides forming helices, loops, pseudoknots and
other motifs together with their occurrence (i.e. the frame
numbers in which these motifs were detected and the per-
centage of trajectory time they lasted),

� clusters of secondary structure motifs and average motifs
along with 2D and 3D contacts,

� all WC-edge, non-WC-edge pairs and triples, stacking
and anion–� interacting nucleotides with their occur-
rence,

� for each nucleotide MINT lists the nucleotides with which
it formed hydrogen bonds (giving the number of hydro-
gen bonds and their occurrence),

� the average secondary structure,
� correlations in the breaking and forming of the WC-edge

pairs,
� the average number of WC-edge and non-WC-edge hy-

drogen bonds (and their sum) per nucleotide,
� the average stacking energy – VDW and electrostatic

terms (and their sum) per nucleotide,

Figure 1. MINT workflow. The main function implements the analysis of a
single frame. For a trajectory, the function first creates a table of all atoms
from a .pdb file with their coordinates from the entire trajectory. While an-
alyzing trajectory frames, the coordinates are read from the created table.

� visualizations of the outputs and files that can be used
in VARNA (21), Visual Molecular Dynamics (VMD) (22),
Chimera (23) and RNAMovies (24).

MINT is written in Python language. BioPython (25) is
used to read files in the Protein Data Bank format (.pdb)
and MDAnalysis (26) to process trajectories. The analysis of
many frames/conformations can be run in parallel on any
number of CPUs and is limited only by the amount of mem-
ory. MINT splits the trajectory into pieces of equal lengths
and analyzes each sub-trajectory on a separate core but at
the same time. Finally, the program computes statistics for
all frames. The software, manual and server are available at
http://mint.cent.uw.edu.pl.

Implementation

First, MINT reads a .pdb file with coordinates and then a file
with many conformations of the same molecule. The sup-
ported formats for the latter are .dcd, .xyz, .trr and .crd.
For every inputted frame MINT maps the hydrogen bonds,
recognizes base pairs and writes the dot-bracket representa-
tion of the secondary structure. Next, it runs the algorithm
to classify structural motifs and at the same time searches
for stacking and anion–� interactions (Figure 1).

Hydrogen bond definition. A hydrogen bond is the basic
term of the program. It is defined as a non-covalent interac-
tion in which a hydrogen atom of a donor is placed close to
the acceptor. The hydrogen bond criteria are defined by an
angle between the acceptor, hydrogen atom and the donor
(default minimal angle is 140 degrees) and a distance be-
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Figure 2. Nucleotide edges with hydrogen donors in green, acceptors in
blue and atoms that serve as both hydrogen donor and acceptor in orange
(27).

tween the donor and acceptor (default: 3.25 Å) or a distance
between the acceptor and hydrogen atom (default: 2.8 Å).

Donors and acceptors. To analyze nucleic acids we defined
a list of possible acceptors and donors for all standard nu-
cleotides (A, U, T, G, C). Following the classification by
Leontis and Westhof (20) the acceptors and donors are as-
signed to the nucleotide edges shown in Figure 2.
MINT checks if there is a hydrogen bond created by any of

the donors or acceptors of all possible pairs placed within
a defined distance cutoff. Knowing the atoms participating
in hydrogen bonds, the program determines the interacting
edges and using the edge information classifies a pair. Note
that we use the edge-to-edge classification (20,27), instead
of the concept of the canonical base pairs, to unambigu-
ously and consistently describe all possible geometric pairs
that may, even transiently, occur in a trajectory.

Base pair geometric isomerism. For detected nucleotide
pairs geometric isomerism of their glycosidic bonds is com-
puted. The program measures the torsion angle formed by
four atoms (C1’, N1 in pyrimidines and C1’, N9 in purines)
and depending on its value a cis or trans conformation is
denoted.

Aromatic stacking. For almost 300 geometries of stacked
base dimers, Šponer et al. compared ab initio stacking ener-
gies with energies obtained using simple pairwise-additive
empirical potentials (28–31). They found that calculations
applying the Lennard-Jones potential and Coulombic terms
with atom-centered point charges reproduce the ab initio
stacking energies of base dimers within +/−1.5 kcal/mol
(30). This agreement suggests that calculations based on
empirical potentials approximate well the stacking interac-
tion energy between nucleobases. Therefore, we estimate the
energy of stacking between two nucleobases as the sum of
electrostatic (Uel) and van der Waals (UVDW) interaction
terms:

Uel = k
∑ qi q j

ri j
(1)

Figure 3. The phosphate group oxygen atom ‘stacking’ over the guanine
base. The oxygen and base atoms are shown as spheres of sizes correspond-
ing to their VDW radii. A fragment is from the 4GD2.pdb file.
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where k is the Coulomb constant (k = 1
4πε0

), qi and qj are
atom-centered point charges, rij is the distance between the
atoms i, j, ε is the depth of the Lennard-Jones potential well
for atoms i, j, and r0 is the sum of VDW radii of atoms i
and j. The sum runs over all atoms of both interacting nu-
cleobases.

The planar shape of nucleobases ensures that the low-
est VDW energies are obtained for parallel orientations of
bases with the largest geometric overlap. With this in mind,
we assume that two nucleobases are stacked, if their VDW
energy is lower than a given threshold. By default it is set
to −0.5 kcal/mol, and was estimated by trial and error
but seems appropriate for non-modified nucleobases. MINT
provides the VDW parameters and partial atomic charges
for RNA and DNA nucleotides from the Amber (32) and
Charmm (33,34) force fields. Users may also supply their
own parameters.

Anion–π contacts. Following recent study on the types
of non-covalent contacts in RNA, MINT also analyzes the
phosphate oxygen contacts with nucleobases, the so-called
anion–� contacts (P. Auffinger 2013, personal communica-
tion). An example of such contact is shown in Figure 3.
These contacts are detected based on the distance between
the oxygen atom of a phosphate group of one nucleotide
and the center of mass of another nucleobase ring. The en-
ergy of interaction for these non-covalent contacts is esti-
mated in the same way as for aromatic stacking. Only sys-
tems with the distance lower than a given threshold (default
is 5 Å) are considered as anion–� interacting. Since there is
no guarantee that the current force fields, based on empiri-
cal potentials, describe well these types of contacts, the user
has to verify the energetics of the recognized complexes.

Modified nucleotides. Modified nucleotides are found in
many functional non-coding RNAs, e.g. tRNAs (35,36).
However, the standard Amber (32) and Charmm (33,34)
force fields provide parameters only for the non-modified



e114 Nucleic Acids Research, 2015, Vol. 43, No. 17 PAGE 4 OF 10

Figure 4. An example of a list-representation of RNA secondary structure.
Every cell of the matrix contains the nucleotide number that is WC-edge
paired with the nucleotide indicated by the matrix index (above the cell).
Therefore, nucleotide no 1 pairs with nucleotide no 25, nucleotide no 2
with 24 and so on. Base pairing is marked by black curved lines and the
WC-edge interactions creating a pseudoknot by red curves.

nucleotides. Also, the edge-to-edge classification of hydro-
gen bonds between RNA bases was proposed only for non-
modified nucleotides A, U, G and C (20).

For modified nucleotides we provide the VDW param-
eters and partial atomic charges developed by Aduri et al.
(37) for 107 naturally occurring modifications. For the edge-
to-edge classification of base pairs formed by these nu-
cleotides, we assign their atoms to four distinct edges: the
WC edge, the Hoogsteen edge, the sugar edge and to the
edge termed modification. Atoms common for the mod-
ified and non-modified nucleobase are assigned as in the
non-modified one (Figure 2). If an atom existing in a non-
modified nucleotide is substituted by one other atom or if
one atom is added, we assign such atoms to the same edge
as in the non-modified case. The 2’O methyl carbon is clas-
sified into the sugar edge. All other atoms of the modified
nucleotide are classified into the modification edge.

If MINT detects a modified nucleotide, for which there are
no parameters, it automatically assigns its atoms to edges.
For atoms assigned to the modification edge the stacking
interaction energy is set to 0. However, the user may add
parameters for modified nucleotides. The force field param-
eters prepared for all-atom MD simulation of modified nu-
cleotides can be further adopted to MINT parameter format.

Representation of RNA secondary structure. After detect-
ing the WC-edge pairs, we create a list representation of the
RNA secondary structure. Most nucleotides have only one
WC-edge partner but in MD trajectory it may transiently
happen that a second WC-edge partner is encountered, and
such a triple is not considered in the secondary structure
analysis. The index in the list represents the nucleotide num-
ber; the stored value is the index of its WC-edge partner. The
list is easy interpretable if the arcs connecting the pairs are
drawn as in Figure 4.

Pseudoknots. The list-representation contains also
pseudoknots–non-secondary motifs formed by WC-edge
pairing. MINT detects a pseudoknot fold if the arcs intersect.
A pseudoknot is a symmetric structure so in Figure 4 both
the three pairs 6–17, 7–16 and 8–15 and the two pairs
12–21, 13–20 form a pseudoknot.

To erase pseudoknots from the list representation of the
secondary structure, so they do not disturb the motif-search
algorithm, we use a conflict elimination method (38) lead-
ing to a nested structure containing the maximum number

Figure 5. A scheme of the algorithm traveling around the secondary struc-
ture of RNA in the graph and list representation. The arrows and their
numbers indicate sequential steps of the algorithm. Blue arrows mark he-
lices and green arrows other structural motifs. Orange lines show the jumps
that the algorithm takes after distinguishing a motif. The STOP sign indi-
cates the position where the algorithm terminates.

of base pairs. In this case the pairs 12–21 and 13–20 are re-
moved and classified as a pseudoknot.

RNA motif description. MINT describes motifs by number-
ing unpaired nucleotides detected between base pairs on
the edges of the motif. For examples of the codes describ-
ing motifs see Supplementary Figure S1. A four nucleotide
loop of a hairpin is assigned a single number 4. An asym-
metric internal loop, with three unpaired nucleotides in one
strand, is represented by two numbers 0–3. A symmetric in-
ternal loop, with three unpaired nucleotides in each strand,
is coded as 3–3, and a three-way junction, without unpaired
nucleotides: 0–0–0.

Motif-search algorithm. The algorithm uses a list repre-
sentation of the RNA secondary structure. To detect helices
and other motifs it walks through the list and stores the in-
formation about the structure (Figure 5).

For two sequential WC-edge paired nucleotides, the algo-
rithm stores that the nucleotide is a part of a helix (step 1
in Figure 5). If a helix ends, i.e. an unpaired nucleotide is
encountered ahead of a pair, the algorithm starts to travel
around the motif; it remembers the first pair, the border of
the motif, and goes to the index stored in the list (step 2).
The algorithm moves back until it encounters an unpaired
nucleotide––with decreasing indexes (steps 3–9); if a pair is
found, the algorithm goes to the indicated position in the
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list (step 10) and again moves back (steps 11–13); the mo-
tif ends once the algorithm finds itself one step ahead of the
previously remembered starting index of the motif (step 13).
After a motif is found and classified, the algorithm jumps
one step further from the last seen pair (step 14), and be-
haves identically: stores the helix (step 15), jumps to a pair
of the last nucleotides (step 16), travels around the motif
(steps 17–22), finds itself one step ahead of the starting mo-
tif (step 22) and jumps to the last seen pair plus one index
(step 23). The algorithm stops searching for the motifs once
the index is larger than the value stored in the list (step 23).

Single-conformation analysis mode

To analyze a single .pdb file, we also provide the MINT
web server at http://mint.cent.uw.edu.pl. Either an
all-atom .pdb file or a PDB code can be submitted. In the
latter case, the file with a specified PDB code will be auto-
matically downloaded and protonated using Reduce (39).
The user can further download the output files and visu-
alize the secondary and tertiary structures colored by the
computed descriptors analogous to the ones shown in Fig-
ure 6.

Trajectory analysis mode

For many RNA or DNA conformations, e.g. from the tra-
jectory files, every frame is characterized as previously de-
scribed. The main output is an .xls file listing all base pairs,
helices, loops, junctions, nucleotide triples, pseudoknots,
etc., with their topologies and participating nucleotides, as
well as the frame numbers in which these motifs were de-
tected.

Clustering. To describe the changes in the RNA secondary
structure during dynamics, the detected motifs are clus-
tered. Clustering is parameterized with two user-defined pa-
rameters: the minimal percentage of frames in which the
motif has to be present to be classified and the minimal per-
centage of similarities between the two motifs to belong to
the common cluster.

In the first step rare motifs are removed by filtering them
according to the frequency of occurrence. Second, the mo-
tifs’ distance matrix is computed. The distance between mo-
tifs is defined as the number of their common nucleotides.
The order of the nucleotides is not taken into account.
Third, the motif with the longest list of partners is incorpo-
rated to the first cluster. Next, the second longest is chosen
and so on. The motifs used in the first cluster and the se-
quential created clusters are deleted from the list––a motif
can be present only in one cluster.

Dynamical propagation of the secondary structure. To de-
tect correlations in the propagation of the secondary struc-
ture for every nucleotide, we compute a � correlation coef-
ficient defined as

φ = n11n00√
n•1n•0n0•n1•

(3)

where

� n11 is the number of frames in which both nucleotides
form a WC-edge pair, analogously n00 is the number of
frames in which none of the nucleotides forms a WC-edge
pair.

� in the denominator n•1 = n11 + n01, n1• = n11 + n10, n•0 =
n00 + n10, n0• = n00 + n01.

� n01 is the number of frames in which the first nucleotide
forms a WC-edge pair and the second nucleotide does
not, analogously n10 is the number of frames in which the
first nucleotide is WC-edge-paired and the second one is
not. Note, the numbering in Python starts from 0 index.

The � coefficient ranges from −1 to 1 so � close to 0 sug-
gests no correlation. A symmetric matrix with � values is
outputted both as a text file and heat map.

MD simulations of small ribosomal subunit

System preparation. The crystal structure of the Es-
cherichia coli 30S subunit resolved with the 3.0 Å resolution
(PDB code 4V9D) was taken as the starting conformation
(40). This structure had the best resolution and longest 16S
rRNA among the ribosome structures deposited in PDB
(as of June 2012). The tRNAs were removed but the crys-
tal waters and divalent ions were kept. Hydrogen atoms
were added and the system was solvated with explicit wa-
ters extending at least 15 Å from any atom of the solute.
Counterions and excess ions were added to achieve 0.15 M
concentration of NaCl. These preparatory steps were per-
formed with the VMD (22) program and CHARMM36 force
field (41). The simulated system consisted of almost 866 000
atoms and trajectories were generated using NAMD (42).

Particle Mesh Ewald method, SHAKE algorithm with
a time step of 2 fs and periodic boundary conditions were
used. The cutoff parameter for the VDW and electrostatic
interactions was set to 12 Å, the switching distance to 15 Å
and pair list distance to 18 Å.

Simulation protocol. First, the solvent was energy mini-
mized, second it was gradually heated, with the solute con-
strained. The temperature was increased from 30 K, in-
creasing 10 K every 100 steps up to 300 K. Third, the
system was equilibrated at 300 K in two phases. The con-
straints on solute atoms were gradually decreased in the
following steps of 0.1 ns runs using the force constants: (i)
25 → 1 kcal/mol, (ii) 1 → 0.0076 kcal/mol, (iii) 0.0075 →
0.0042 kcal/mol, (iv) 0.0042 → 0.00167 kcal/mol. Next, un-
constrained equilibration was performed for ∼35 ns at 300
K. It followed by 30 ns of the production, which was ana-
lyzed with MINT.

In the production phase the average root-mean-square
deviation from the starting structure for heavy atoms was
4.2 ± 0.8 Å and the radius of gyration increased from the
starting value of 66.2 Å to an average of 67.7 ± 0.1 Å (Sup-
plementary Figure S2).

RESULTS

We present MINT functionality based on the analysis of a
16S rRNA fragment (nucleotides 500–545, encompassing
helix 18) from the 30 ns MD production trajectory of the

http://mint.cent.uw.edu.pl
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Figure 6. Secondary and tertiary structures of a 16S rRNA fragment (nucleotides 500–545) colored based on various descriptors calculated per nucleotide
and averaged over the trajectory.

30S subunit (Supplementary Figure S3). The MINT output
files comprehensively describe RNA conformations at both
secondary and tertiary levels.

Nucleotide surrounding and interactions

The main MINT output provides a general overview of the
contacts in the conformation set. It lists all nucleotides with
the number of WC- and/or non-WC-edge hydrogen bond
pairs formed by a particular nucleotide, as well as stacking
interactions: Coulomb, VDW, their sum and averages over
all frames. This output, whose fragment is listed in Table 1,
helps detect unusual hydrogen bonding patterns, e.g. with
the high average number of non-WC-edge bonds. Whole
output listing also the average VDW and Coulomb energies
is shown in Supplementary Table S1.
MINT allows projecting the computed descriptors on ter-

tiary and secondary structures. It creates six .pdb files in
which the temperature factor column for each nucleotide is
replaced with, respectively, the number of WC-edge, non-
WC-edge hydrogen bonds, and their sum, Coulomb, VDW
energy and stacking energy. Therefore, one may view the

structure in, e.g. VMD (22) or Chimera (23) and produce
images analogous to the ones shown in Figure 6. To anno-
tate average secondary structures and create images, MINT
uses the VARNA (21) visualization applet. Examples of sec-
ondary structure graphics for helix 18 are shown in Figure 6
and for the entire 3′ major domain of 16S RNA in Supple-
mentary Figure S4.
MINT also lists statistics of nucleotide contacts giving the

percentage of frames in which a given pair, triple or other
pattern occurred. An example is listed in Table 2 and shown
in Figure 7.

Classification of pairs

The nucleic acid structure is characterized with a list of pairs
described according to the edge-to-edge (Figure 2) classifi-
cation (20), geometric isomerism and percentage of frames
a certain pair occurred in the trajectory along with frame
numbers. Table 3 shows a fragment of the output listing nu-
cleotide pairs.
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Table 1. Average numbers of hydrogen bonds (hbonds) with standard deviations observed in a trajectory for WC-edge and non-WC-edge pairs

Nucleotide no. WC hbonds Non-WC hbonds Nucleotide no. WC hbonds Non-WC hbonds

G527 3.2±0.6 2.4±0.7 A532 0.0±0.0 0.5±0.5
C528 3.1±0.5 1.5±0.5 A533 0.2±0.7 1.1±0.2
G529 0.0±0.0 1.8±0.4 U534 0.0±0.0 0.4±0.5
G530 0.0±0.1 0.0±0.1 A535 0.0±0.0 1.2±0.4
U531 0.0±0.0 0.2±0.5 C536 3.1±0.5 1.2±0.5

Table 2. Nucleotide hydrogen contacts observed in a trajectory

Nucleotide Hydrogen bond contacts

G527 C522 A535: 87%
C528 G521 A535: 74%
G529 G517 C519 A520: 39% C519 A520: 37%
G530 no contatcs: 100%
U531 no contatcs: 83%
A532 no contatcs: 51% U516 A520: 15%
A533 U516 A520 A535: 22%
U534 no contacts: 57% C511: 20% U512: 16%
A535 G527 C528 A533: 48% G527 C528: 18%
C536 G515 G521: 43%

Each row lists: the nucleotide type with its number, the nucleotides it hydrogen bonds with, the percentage of trajectory time these contacts were formed.
The ‘no contacts’ denote the percentage of frames the nucleotide did not create any hydrogen bonds. Only the contacts present in more than 10% of the
trajectory are listed so the contacts in a row do not have to sum up to 100%. For example, A535 for 48% of trajectory time contacts G527, C528 and A533,
but 18% of time only G527 and C528 (Figure 7). This dynamic interaction is revealed in MD––in the crystal A535 pairs only with U516. For full output
which includes also the number of hydrogen bonds see Supplementary Table S2.

Table 3. The MINT output listing nucleotide pairs

Nucleotide pair Interacting edges Configuration % of frames

G527/A535 Sugar/WC trans 81%
G527/A535 Sugar/Sugar trans 15%
C528/A535 Sugar/Sugar trans 97%
C528/A533 Sugar/Sugar cis 13%
U531/G1207 Sugar/Sugar cis 16%
A532/U1056 WC*Hoogsteen/WC*Sugar cis 20%
A532/A1055 WC*Hoogsteen/Sugar trans 17%
A532/A1055 WC*Hoogsteen/Sugar cis 16%
A533/A535 Sugar/Sugar trans 55%
A533/C536 Sugar/WC*Hoogsteen trans 22%

Each pair is classified by interacting nucleotide edges, configuration, and the percentage of trajectory frames in which the pair was detected. The * notation
is used if only one hydrogen bond between nucleotides is found, involving corner atoms, and it is impossible to assign the edge uniquely.

Table 4. List of stacked bases along with their trajectory averaged stacking energy and the percentage of frames the interaction was present

Stacked bases
Average Coulomb energy
(kcal/mol)

Average VDW energy
(kcal/mol)

Average stacking
energy (kcal/mol) % of frames

G527/C528 −6.8±1.3 −5.5±0.5 −12.2±1.4 100%
C528/G529 −2.8±1.1 −3.9±0.5 −6.7±1.2 99%
C528/A533 6.8±0.9 −0.6±0.1 6.2±0.9 28%
G529/A533 2.3±0.3 −0.6±0.1 1.8±0.3 22%
A532/G1206 1.9 ±0.8 −1.1±0.5 0.8±0.9 85%
A532/A1055 15.1±2.6 −1.1±0.4 14.1±2.6 40%
A532/U1056 5.5±2.5 −0.9±0.3 4.7±2.5 22%
A533/C536 6.7±1.9 −5.7±0.6 0.9±2.0 77%

A nucleotide can show up several times because it may create alternative stacking interactions with different nucleotides.

Stacking interactions

The stacking energy is presented as the sum of the Coulomb
and VDW energies between the bases of two nucleotides
with an energy threshold for stacked bases on the VDW en-
ergy (see Materials and Methods). An example of the out-
put is shown in Table 4.

An analogous table is constructed for the anion–� con-
tacts –– their energy is calculated as the sum of the Coulomb
and VDW energies between a base and oxygen atom (Sup-
plementary Table S3).
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Table 5. A fragment of the MINT output with a list of secondary structure motifs and their occurrence

Cluster Motif Motif forming nucleotides
% of
frames

No. No. Code

0 0 4 C522-G527-C526-C525-G524-A523-C522- 100%
1 1 0–6 C504-G541-G540-C511-A510-A509-U508-C507-G506-G505-C504- 99%
2 2 7–5 G515-C536-A535-U534-A533-A532-U531-G530-G529-C528-G521-A520-C519-

C518-G517-U516-G515-
88%

3 4–0 A520-A533-A532-U531-G530-G529-C528-G521-A520- 12%
4 2–4 G515-C536-A535-U534-A533-A520-C519-C518-G517-U516-G515- 12%

A motif is labeled according to classification shown in Supplementary Figure S1.

Figure 7. Prevalent hydrogen bonding pattern of A535. The conformation
is from the 9.49 ns frame with hydrogen bonds marked as blue dashed lines.
Nucleotides are listed in Table 2. The structural context of this arrange-
ment is shown and explained in Supplementary Figure S5.

Dynamical correlations within hydrogen bonding patterns

Based on the contacts that each nucleotide forms in each
frame, we computed the � coefficient. Figure 8 shows its il-
lustration as a heat map. The uncorrelated regions (� close
to 0) characterize nucleotides which either do not form pairs
or form a strong pair that never opens in the course of the
dynamics. Therefore, the heat map does not characterize the
secondary structure (43) but rather the mobile parts of the
structure. The synchronous movement of two nucleotides
is indicated by positive � (the same pair opens and closes).
This heat map should be analyzed taking into account the
pseudoknot in this fragment (not seen in a simple 2D rep-
resentation) whose 3D structure is described in Supplemen-
tary Figure S6. A negative correlation occurs for an asyn-
chronous movement, i.e. if a nucleotide is paired (‘closed’)
while the other is open and conversely. A trajectory-based
example for nucleotides 504 and 542, in which the G542
base ‘jumps’ between two others, is shown in Supplemen-
tary Figure S7. Overall, the heat map is useful while search-
ing for the non-obvious structural blocks.

Dynamics of structural motifs

For every frame MINT creates a dot-bracket representation
of the secondary structure. Next, it generates an .xml file,
which can be further imported in RNAMovies (24) to visual-
ize the evolution of the secondary structure in a trajectory
(Supplementary Figure S8).

All detected motifs and their classification are written to
a separate sheet whose fragment is listed in Table 5. The

Figure 8. Heat map of the � correlation coefficient for the 503–542 16S
rRNA region from the MD simulation. The inset shows the secondary
structure (43) with nucleotides creating a pseudoknot in green. Axes la-
bels stand for nucleotide numbers. The � coefficients larger than +0.4 (the
cutoff for the color scale is defined by the user) are in red, lower than −0.4
in blue and the rest is in white. Nucleotides correlate with themselves so the
diagonal is red. Every paired nucleotide and its neighboring pairs have �
above 0.4, indicating positive correlations in accord with their synchronous
movement.

motifs are further clustered. A cluster contains various sec-
ondary structure motifs appearing in the same RNA region
so it describes the structural flexibility of the given fragment
(Figure 9).

Next, for a given cluster MINT computes an average motif
by taking the longest motif from the cluster and annotat-
ing it based on the average WC- and non-WC-edge hydro-
gen bonds. Such a list is used to identify active nucleotides
(which form and break hydrogen bonds during the simula-
tion) as presented in Supplementary Table S4.

In summary, MINT output consists of an .xls file with
separate sheets (and, if requested, the .csv files), .pdb files
for structure visualization, .png files with secondary struc-
tures colored by the hydrogen bonding and stacking energy,
an .xml input file to be readily used in RNAMovies and a
simple text file with a detailed description of the RNA or
DNA structure in each conformation frame. Supplemen-
tary Figure S9 presents MINT benchmarks and performance
depending on the RNA chain length and CPUs.
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Figure 9. Schematic representation of clustering of motifs listed in Table 5.
Cluster 0 consists of motif 0 with code 4, cluster 1 of motif 1 with codes 0–
6, and cluster 2 of motifs no. 2, 3 and 4. For motif codes see Supplementary
Figure S1. The scheme presents two secondary structures of the same RNA
fragment that was simulated. Motifs engaging the same nucleotides fall in
the same clusters.

CONCLUSION

We characterized a tool for post-processing MD-derived
trajectories or other large conformation sets of nucleic acid
molecules. MINT calculates various descriptors for nucleic
acid structures, provides their time evolution and facilitates
their visualization. MINT lists the statistics of these descrip-
tors to enable relating them with function, e.g. experimental
mutational analyses listed in Supplementary Table S5 for ri-
bosomal RNA.

SUPPLEMENTARY DATA

Supplementary Data are available at NAR Online.
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